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Schema of Meteorological Examinations

1. Meteorology: Qualitative formulation of the problem.
2. Mathematics: Quantitative formulation of the problel
3. Software: Based on Mathematics.

4. Meteorology: Application of Software.

John von Neumann: Without quantitative formulation
of the meteorological questions we are not able to
answer the simplest qualitative questions either.




Mathematics of Homogenization?

There are several methods and software but,
- there Is no exact mathematical theory of homogeniaan!

Moreover,
- the mathematical formulation is neglected in gahe

-“mathematical statements” without proof are in plapers,
- unreasonable dominance of the practice overibary.

The poor mathematics is the main obstacle of tbgrpss.

No solution without advanced mathematics!



Mathematical formulation of homogenization
Distribution problem, not regression!

Let us assume we have daily or monidataseries

Y,(t) (t=12,..,n): candidate series of the new observing system

Y,(t) (t =12,..,n): candidate series of the old observing system

1<T <n : chang-poini
BeforeT: seriesY,(t) (t =12,..,T) can be used
After T:  serie¥,(t) (t =T +1,..,n) can be used



Probability distribution functions

F.() =P <y) , F (y)=PY,t)<y)
yD(—O0,00) t=12...n

Climate change
FunctionsF,,(y), F,,(y) (t=22..,n) change in time!

Definition of homogeneity
The merged serieY, (t) (t =12,...T), Y,(t) (t =T +1...n)
Is homogeneous IF,,(y) = F ,(y) (t = 12,..,T).

Inhomogeneity: otherwise



Homogenization

Adjustment, correction of values (t) (t =12,...T)

In order to have the corrected valtY,,, (t) (t = L2,..,T)

with the same distribution as the elements

of seriesY, (t) (t =12,...T) have, i.e.:

P(Yl,Zh(t) < y): F(Y), y (_°°’°°) =127




Theorem (for homogenization)

|, EXistence:

f Yy (1) = F(Fy (Y2(0)) then

PV ® <y)=Fu(y)  (t=12..T).

i1, Unicity:

If h(s) Is a strictly monotonous increasing func

and P(h(Y, (1)) < y) = ;. (y), thenh(s) = F.(F,.(s)).



Problem of calculation
Yo =R (LM)) (t=12..T)

Estimation of function:F,,(y), F,,(y) (t=12..T) 7
, F.(y), F,.(y) change in time (climate change)
i, No sampli for F,(y) (t=12,..T)

The problem is isolvable in genericase



Special but basic case: Normal Distribution

| et us assume normal distribution:

YO ONEW.D,®), Y,®ONE®.D,®) (t=12..n)
E (t),E,(t): means D,(t),D,(t): standard deviatiol

_ _ y— El(t) = y—E H
Then: Fl,t(Y)—q{ D, (t) j ’ Fz't(y)_dj[ D, (t) j

where &(s) is the standard normal distribution function.

Consequently, the formula of homogenization:

D, (1)

X0 LO-E®) (t=12..T)

Y () = F R, (1)) = E) +



Remarks on formula:

D, (1)
D, (1)

Y, (£) = Ey(t) + (,(t)-E,(t) (t=122..T)

I, A simple linear formula, there is no “tail distution” problem!
ii, Problem of estimation oE, (t), D, (t), E,(t),D,(t) (t =12,...T)
- change in time (climate change)
- no sample forE,(t), D, (t) (t =12,...T)
Assumptions (simplification)
D,(t)=D,(t) , E,®)-E®=E (=12..T)
— Yion (t) =Y,(t)-E (t = 112,--,T) ;

That Is homogenization in mean applied in practicenostly.



An observed phenomenon at extremes

The differences of parallel observations are langease of extremes.
Inhomogeneit? Different tail distribution

In our opinion this observed phenomenon has a siiapd logical
reason.

The reason Is that the extremes may be expecthffeaent moments
In case of parallel observations. It is a natuhsmmenon.

Or with other words there mayk systemati biases in rank ordel

An example Is presented.



Example by Monte-Carlo method for natural dependene of Y, -Y, on Y,
Generated serie¥, (t) I N(0,1), Y, (t) ON(01), cordY,(t),Y,(t)) = 0=0.9 (t=1,..1000
Difference seriesY,(t) -Y,(t), E(Y,(t) =Y, () |[Y,(t)) = (1- p)LY,(t) = 0.1LY,(t)
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Conditional homogenization also can be define@ariable correction?)

Let X(t) (t =12,...,n) be a homogeneous reference series.

Conditional homogenizatioof Y, (t) on X(t),

Y1,2h (t’ X(t)) = Fl,_tl,x(FZ,t,x(YZ (t))) < X(t) = X (t :1’21"=T)

whereF , ,(y), F,, (y) are the conditional distribution functions
of Y,(t), Y,(t), given X(t) = x, that is

Fox (W) =P(MO <y| XM =x) . F, () =P 0 <y X(®) =X
yO(-oo,0), t=12..T

Then as a conseguence of Bayes theorem:
P(Yl,Zh (t’ X(t)) < y) = |:1,t (y) yD (_ OO’OO) J = 1121"1T




Theorem

If the joint distribution ofY,(t) , Y,(t), X(t) (t =12,...T)
is normal,Y,(t) ON(E,(t), D, (1)) , Y,(t) ON(E, (t), D, (t))
and corr(Y, (t), X (t)) = cordY, (t), X (t)) (t=12,..,T), then

the linear formula is obtained again:

Yo X() = E)+ 2 Eg Y,0-E0) (=12.T)



Relation of daily and monthly homogenization

If we have dally series the general way Is,
- calculation of monthly series
- homogenization of monthly series (larger sigoatoise ratio)

- homogenization of daily series based on montiilpmogeneities

Question
How can we use the valuable informatiorestimatecmonthly

Inhomogeneities for daily data homogenization?



A popular procedure

Homogenization of monthly series:
Break points detection, correction in the first momereimy

Assumption: homogeneity in higher moments (e.g. statien)

Homogenization of daily series:
Trial to homogenize also in higher moments

Used monthly information: only the detected break |goint

My problems

- Inhomogeneity in higher moments«daily: yes versusmonthly: no ?

Is it adequate model? Not. Larger st. deviation & dailues
Implies larger st. deviation at monthly values (can bequp

- Why are not used the monthly correction factors fdydemogenization?



Overview on homogenization of monthly data in mean

Statistical spatiotemporal modelling of the series
Relative models and methods

Methodology for comparison of ser

Break point (changepoint), outlier detection
Methodology for correction of series

Missing data completion

Usage of metada

Manual versus automatic methods

Relation of monthly, seasonal, annual series
Benchmark for methods



Statistical spatiotemporal modelling of monthly seies

Relative Additive Model (e.g. temperature)
Monthly series for a given month in a small region:

X (t)=p®)+E +H @®+e®) (j=12....N;t=12,...,n)

L unknown climate change signalk : spatial expected value;
H : iInhomogeneity signal in mean;& : normal noise

Type of u(t): No assumption about the shape of this signal

Type of inhomogenel IH(t) In genera 'stef-like function’
with unknown break pointsT and shifts IH (T)—IH (T +1).

Noise &(t) =[g,(t)......£, ()] ON(0,C) (t=1,...,n) are independel

C : spatial covariance matrix, very important!



Methodology for comparison of series

Related to the questions: reference series creation
difference series constitution, multiple comparisbseries etc.

All the examined serie: X (t) (j =1....N ):
candidate and reference series alike.
Reference series are not assumed to be homogeneous!

Aim: to filter out x(t) and to increase signal to noise ratio (powel

The spatial covariance matrC may have a key role
methodology of comparison of series.

Optimal difference series can be applied for Datact
and Correction procedures.



Break points (changepoint) detection

Examination (more) difference series to detectaleak points
and to attribute (separate) for the candidate serie

Key question of the homogenization software:

Automatic procedures for attribution of the brgaknts for the
candidate series



Multiple break points detection for a difference sees

Possibilities, principles for joint estimation of reak points:
(Classical ways in mathematical statistics!)

a, Bayesian Aproach(model selection, segmentation), penalized
likelihood methods
Example:HOMER (Caussinus&Mestre), ACMANT (Domonkos)

b, Multiple break points detection basedTest of Hypothesi,

confidence intervals for the break pointeake possible automal
use of metadata)

Example:MASH (Szentimrey)




Methodology for correction of series

Examination of difference series for estimatiorsloifts
(correction factors) at the detected break points.

Possibilities, principle:

a, In generalPoint Estimation
al, Least-Squares estimation (ANOVA). HOMER, ACMANT

a2, Maximum Likelihood method, Generalized-Least-Sgsar

estimatio (based oispatialcovariancematrix C)

b, Estimation Is based dbonfidence Intervals
(Test of Hypothesis): MASH



Automation of methods and software
Manual versus interactive or automatic methods?

In the practice numerous stations must be examined!
Stations per network: more than 100 instead of3.0-1

Key questions for the methods and software:
- quality of homogenized data
- quantity of stations (automation!)

Necessary conditions foautomation of method, software:
- automatic attribution of break points for the d@ate series
- automatic use of metadata

(mathematics!!!)



Benchmark for methods
(to test methods on benchmark dataset)

Benchmark results depend on:
- Methods (quality, manual or automati

- Benchmark dataset (quality, adequacy?)

- Testers (skilled or unskilled?)

- Methodology of evaluation (validition statistigs?

Remark (my opinion)
Theoretical evaluation of methods Is also neceksary



Our Software

http://www.met.hu/en/omsz/rendezvenyek/homogeronati
nd_interpolation/software/

MASHv3.C3

Multiple Analysis of Series for Homogenization;
Szentinrey, T.

MISH v1.03

Meteorological Interpolation based on Surf
Homogenized Data Basis;

Szentimrey, T.and Bihari, Z.



Software MASHV3.03 (Multiple Analysis of Series for Homogenizatioi

Homogenization of monthly series:

— Relative homogeneity test procedure.

— Step by step iteration procedure: the role of sggandidate, reference)
changes step by step in the ce of the procedur

— Additive (e.g. temperature) or multiplicative (epgecipitation) model
can be used depending on the climate elements

— Including quality control and missing data comuati

— Providing the homogeneity of the seasonal and dresauges as well.

— Metadata (probable dates of break points) can éeé astomatically.

— The homogenization results and metdata can be verifie

Homogenization of daily series:
— Based on the detected monthly inhomogeneities.
— Including quality control and missing data commatfor daily data.



There Is no royal road!

Thank you for your attention!



