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Abstract⎯This paper concerns the relationships between selected circulation indices and 
air temperature over Southeast Poland between 1871-2010. The geostrophic wind speed 
and the resultant vorticity were computed based on daily gridded fields of mean sea-level 
pressure over an area defined from 5°20’ to 40°20’E and from 41°15’ to 61°15’N. The 
highest daily mean geostrophic wind speed over Southeast Poland is observed from 
December to February. In turn, the maximum (positive) values of the resultant vorticity 
occur in April and May, while the minimum (negative) values are observed in January. 
Mean air temperature from November to February has a strong positive correlation with 
the geostrophic wind speed. Moreover, the occurrence of the highest coefficients 
regarding the correlation between the geostrophic wind speed and air temperature in 
winter as well as the NAO index was recorded at the beginning of the 21st century. This 
suggests that the range of impact of sea-level pressure distribution over the North Atlantic 
on the winter air temperature over Southeast Poland may have increased over the last 
decades. One of the causes may be an eastward shift of the position of the center of the 
Icelandic Low and the Azores High in the period from December to February. 

 
Key-words: geostrophic flow, resultant vorticity, air temperature, NAO index, Southeast 

Poland 
 

1. Introduction 

One of the primary factors affecting climate is the large-scale atmospheric 
circulation that develops as a result of uneven distribution of solar radiation, the 
Earth’s rotation, and interactions between the atmosphere and geosphere 
(Klavins and Rodinov, 2010). It determines the spatial distribution of air 
temperature and humidity, cloudiness, or precipitation among others. Therefore, 
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it largely influences the weather conditions over a given area (Post et al., 2002). 
A particularly high variability of weather patterns is observed at the European 
mid-latitudes – i.e., in the region where polar air masses collide with arctic or 
tropical air masses (Sepp and Jaagus, 2002). Over a longer time span, the 
character of atmospheric circulation is also subject to changes, as demonstrated 
by the results of research carried out by many authors (e.g., Bárdossy and 
Caspary, 1990; Kyselý and Huth, 2006; Rogers, 1990; Slonosky et al., 2000). 

Large-scale atmospheric circulation can be described, among others, by 
means of physical parameters, including the geostrophic wind speed and the 
resultant vorticity (Maraun et al., 2010). These circulation indices can be useful 
tools for the determination of both the annual and interannual variability of air 
flow strength as well as cyclonic and anticyclonic circulation activity in a given 
area (Conway et al., 1996; Flocas et al., 2001). The relationship between the 
synoptic scale air flow strength and the resultant vorticity including air 
temperature as well as precipitation has been analyzed a number of times 
(Brandsma and Buishand, 1997; Kilsby et al., 1998; Wilby, 1999). The 
circulation indices under discussion can be calculated based on the values of 
mean sea-level pressure and have been deemed applicable and useful in the 
classification of circulation types (Chen, 2000; Linderson, 2001; Post et al., 
2002; Trigo and Da Camara, 2000). 

The climate of Poland is largely determined by the physical properties of 
air masses, inflowing from the west (from the Atlantic Ocean), east (from the 
Eurasian continent), north (from the Arctic), and south (from the Mediterranean 
Sea or North Africa). In addition to the direction of the air flow, weather 
conditions in this part of Europe can also be affected by air flow speed. Polish 
climatological literature analyzes the correlation between the geostrophic wind 
speed, among others, with air temperature (Degirmendži� et al., 2002), 
precipitation (Mi�tus, 1996), snow cover (Nowosad, 2012), as well as water 
level fluctuations along the southern Baltic Sea Coast (Olechwir, 2008). 
However, no detailed studies exist so far concerning long-term changes in the 
geostrophic wind speed and vorticity, and its relationships with air temperature 
on a centennial time-scale over South-East Europe. Such an analysis may prove 
to be highly significant, because it could be used in research on climate change 
in this part of the continent. 

The objective of this paper is to provide a comprehensive determination of 
the annual and interannual variability of the geostrophic wind speed and 
vorticity over the area of Southeast Poland, and an assessment of the strength of 
the correlation between the circulation indices and air temperature between 1871 
and 2010. 
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2. Material and methods 

Circulation indices over Southeast Poland were calculated on the basis of 
equations adapted from Jenkinson and Collison (1977). In this paper, daily 
gridded fields (5° × 5° longitude-latitude) of mean sea-level pressure (MSLP) 
were used over an area centered at 51°15’N and 22°50’E (Fig. 1). MSLP values 
covered the period from 1871 to 2010, and were obtained from the Twentieth 
Century Reanalysis version 2 (20CRv2). The historical reanalysis dataset 
generated by NOAA Earth System Research Laboratory and the University of 
Colorado CIRES is a comprehensive global atmospheric circulation dataset 
spanning 1871–2010, assimilating only surface pressure and using monthly 
Hadley Center SST and sea ice distributions (HadISST1.1) as boundary 
conditions (Compo et al., 2011). It should be mentioned that there may be data 
quality issues in the nineteenth century, but this problem is also implicit in the 
early gridded chart products (Jones et al., 2013). Therefore, prior to 1950, 
measured trends in the 20CR data should be treated with caution (Brönnimann et 
al., 2013; Bett et al., 2017). However, the time series of seasonal geostrophic 
wind speeds derived from the observations and from 20CR are in good 
agreement starting in 1893 (Wang et al., 2013). 
 
 
 
 
 
 

 
Fig. 1. Location of grid points centered over the Lublin Region (central point at 51°15’N 
and 22°50’E). The numbers refer to the grid points used in the equations. 
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The geostrophic flow (F) was calculated on the basis of two air flow 
indices – i.e., westerly flow (W) and southerly flow (S): 
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The direction of the geostrophic flow was determined for days on which  
F > 2 ms-1: 
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The resultant vorticity (Z) was calculated on the basis of zonal shear 
vorticity (ZW) and meridional shear vorticity (ZS): 
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The coefficients in the formulas differ from those used by Jenkinson and 
Collison (1977), as the latitude is different. The grid points from p1 to p32 

correspond to the sea-level pressure values (hPa). The flow units (F) are 
geostrophic, expressed as hPa per 10° latitude at the central latitude 
(51°15’N); each unit is equivalent to 0.62 ms-1. It should be note that the 
geostrophic wind direction does not always correspond to real air flow 
direction near the surface. The resultant vorticity (Z) units are expressed as 
hPa per 10° latitude at the central latitude (51°15’N), per 10° latitude; 1 unit 
is equivalent to 0.7 x 10-6 s-1. 

The monthly and seasonal North Atlantic Oscillation Index from 1871 to 
2010 (Jones et al., 1997) was applied to evaluate the correlations between the 
strength of the zonal flow over Southeast Poland and the North Atlantic 
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Ocean. The NAO index is defined as the difference between the normalized 
sea-level pressure over Gibraltar and Southeast Iceland. In order to determine 
the correlations between the air circulation indices and thermal conditions in 
the analyzed area, a long-term homogeneous series of mean monthly 
temperature measurements in Pu�awy was applied (Górski and Marciniak, 
1992). Dataset after the 1980s were obtained from the Polish Institute of 
Meteorology and Water Management (IMGW-PIB). The meteorological 
station is located in Southeast Poland (�=51°25'N, �=21°58'E, h=142 m 
a.s.l.), and belongs to the Institute of Soil Science and Plant Cultivation in 
Pu�awy. 

In order to identify periods manifesting an increased or reduced strength 
of correlation between the variables, correlation coefficients were determined 
for each of the subsequent 30-year periods within the period from 1871 to 
2010. 

3. Results 

3.1.  Frequency distributions and annual variability of air flow indices 

In the period from 1871 to 2010, the daily mean geostrophic wind speed over 
Southeast Poland ranged from 3 to 6 ms-1 in the majority of cases (Fig. 2a). 
The lowest values (F <1 ms-1) occurred over 9 days in a year on average, 
while the highest (F �15 ms-1) would occur over 5 days in a given year 
(Fig. 2a). In the case of daily mean resultant vorticity, the distribution of days 
was distinguished by an occurrence of the maximum in the domain of 
negative vorticity values (Fig. 2b). The contribution of days with negative 
and positive vorticity values over Southeast Poland amounted to 67.2% and 
32.8%, respectively, whereas 10.9% corresponded to days with a stronger 
anticyclonic circulation (Z < –15 × 10-6s-1), and only 3.6% to a stronger 
cyclonic circulation (Z � 15 × 10-6s-1). 

Over Southeast Poland, the highest daily mean geostrophic wind speed 
(7� F <9 ms-1) is recorded from December to February (Fig. 3a). This results 
from the occurrence of large horizontal air pressure gradients in the North 
Atlantic/European sector at this time of the year. Additionally, in winter, a 
higher variability in the monthly mean geostrophic wind speed is observed on 
the annual scale (Fig. 4a). From the beginning of March until the end of the 
summer season, the daily mean geostrophic wind speed rapidly decreases, and 
the minimum occurs from June to August (F � 4.0 ms-1), when monthly mean 
values do not reach the lowest value from January (Fig. 4a).  
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Fig. 2. Frequency distributions of daily mean values of (a) the geostrophic wind speed 
and (b) the resultant vorticity over Southeast Poland from 1871 to 2010. 
 
 
 
 
Variability in daily mean vorticity values over Southeast Poland is 

distinguished by its irregularity during the course of a year (Fig. 3b). Their 
minimum occurs in the middle of January, while they peak from April to May. 
The second annual minimum of daily mean vorticity occurs from September to 
October, followed by an increase in the values towards those recorded in 
summer (Fig. 3b). Similarly as in the case of the geostrophic wind speed, the 
highest variability of monthly mean vorticity values over Southeast Poland is 
observed in winter, and the lowest in summer (Fig. 4b). 

 
 
 
 
 

  
Fig. 3. Annual course of the daily mean (a) geostrophic wind speed and (b) resultant 
vorticity values over Southeast Poland in the period 1871–2010. 
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Fig. 4. Features of the empirical distribution of the monthly mean (a) geostrophic wind 
speed and (b) resultant vorticity values over Southeast Poland in the period 1871–2010. 

 

 

 

 

3.2. Interannual variability of air flow indices over Southeast Poland 

In winter, the highest mean geostrophic wind speed values were recorded in the 
years 1896–1910 and at the turn of the 1980’s and 1990’s, whereas the lowest 
was noted between 1963 and 1970 (Fig. 5). In spring, higher values occurred at 
the end of the 19th century and at the turn of the 1930’s and 1940’s, with lower 
figures in the 1920’s and 1950’s, as well as in the first decade of the 21st 
century. In summer, mean air flow speed often reached low values in the last 
three decades; the absolute minimum was recorded in 2000 (F = 3.1 ms-1). In 
autumn, no occurrence of longer periods with higher or lower wind speed was 
recorded. In the case of annual means, higher values were the most evident in 
the first decade of the 20th century, whereas they were lower in the 1960’s, 
(Fig. 5). In the period from 1871 to 2010, the highest mean annual value was 
recorded in 1993 (F = 6.7 ms-1), and the lowest in 1982 (F = 5.3 ms-1). 

The lowest mean vorticity values in winter occurred between 1925 and 1934, 
and from the end of the 1980’s to the beginning of the 21st century (Fig. 6). In 
spring, the minimum occurred in the period 1942-1969, with the maximum 
occurring at the turn of the 19th and 20th century. In summer and autumn, as well 
as annually, the highest mean vorticity values (intensified cyclonic circulation) 
were recorded between 1900 and 1915. Out of all of the analyzed years, the highest 
mean annual vorticity value was recorded in 2010 (Z = –0.8 × 10-6s-1). The 
maximum for May and November also occurred in the same year (Z = 5.3 × 10-6s-1 
and 7.4 × 10-6s-1, respectively). The lowest annual mean was recorded in 1961 (Z = 
–7.4 × 10-6s-1). The minimum for the summer period was also recorded for that 
year (Z = –7.5 × 10-6s-1). 
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Fig. 5. Long-term variability of the mean values of the geostrophic wind speed in winter 
(DJF), spring (MAM), summer (JJA), autumn (SON), and the year. Values are smoothed 
by 13-element Gaussian �lter (bold line). 
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Fig. 6. Long-term variability of the mean values of the resultant vorticity in winter (DJF), 
spring (MAM), summer (JJA), autumn (SON), and the year. Values are smoothed by a 
13-element Gaussian �lter (bold line). 
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3.3. Relationships between air flow indices and air temperature 

The mean geostrophic wind speed over Southeast Poland shows no evident 
correlation with mean sea-level pressure values (Table 1). Statistically 
significant correlation is recorded only in June and September – i.e., decreases 
(increases) in MSLP are accompanied by a stronger (weaker) air flow. 
Throughout the year, decreases (increases) in MSLP are accompanied by an 
increase (decrease) in vorticity. With the exception of the July to September 
period, the correlation coefficient (r) between vorticity and air pressure reaches a 
value of approximately –0.80 (Table 1). 
 
 

Table 1. The linear correlation coefficients between the mean sea-level pressure and the 
geostrophic wind speed (F), as well as the resultant vorticity (Z) at grid point 51°15’N; 
22°50’E, in the period 1871–2010 

Index Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Year 
F -0.05 -0.03 0.07 -0.08 -0.04 -0.32a -0.18 -0.11 -0.24b -0.14 -0.15 -0.07 0.04 
Z -0.78a -0.78a -0.79a -0.77a -0.80a -0.81a -0.71a -0.62a -0.62a -0.77a -0.79a -0.82a -0.76a 

a, b – significant at p < 0.01, p < 0.05, respectively 
 
 

From October to February, a statistically significant correlation is observed 
in the study area between the geostrophic air flow speed and the NAO index 
(Table 2). High positive NAO index values and, therefore, the occurrence of 
large horizontal air pressure gradients between Gibraltar and Iceland suggest an 
increasing intensity of the western zonal circulation over a large part of Europe. 
In the case of Southeast Poland, the highest positive correlation coefficients 
occur in the winter months (Table 2). This confirms that at this time of the year, 
the strength of air flow over the European continent is largely determined by 
two centers of atmospheric activity in the Northeast Atlantic Ocean – i.e., the 
Icelandic Low and the Azores High. 

The resultant vorticity shows a statistically significant correlation with the 
NAO index in all months, whereas the correlation is the strongest in the winter 
season (Table 2). A negative correlation coefficient value suggests that increases 
(decreases) in the air pressure gradients over the North Atlantic correspond to a 
strengthening of anticyclonic (cyclonic) circulation over Southeast Poland. This 
may result from the fact that during winters with high positive NAO index values, 
the Azores High pressure system is strongly extended northeastwards towards East 
Europe (Fig. 7a–b). The strengthening of anticyclonic circulation over the analysed 
area can also occur during winters with negative NAO index values, if the 
atmospheric circulation in East Europe is affected by the ridge of the Siberian High 
(Fig. 7c). However, low negative NAO index values usually correspond to the 
weakening of anticyclonic circulation in this part of the continent (Fig. 7d). 
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Table 2. The linear correlation coefficients between the NAO index and the geostrophic 
wind speed (F), as well as the resultant vorticity (Z) in the period 1871–2010 

 Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Year 
F 0.52a 0.33a 0.14 -0.01 -0.18 -0.07 0.16 0.03 -0.04 0.22b 0.24b 0.36a 0.30a 
Z -0.37a -0.38a -0.38a -0.22b -0.39a -0.28a -0.24b -0.49a -0.51a -0.33a -0.36a -0.28a -0.31a 

a, b – significant at p < 0.001, p < 0.01, respectively 
 
 
 
 

  
Fig. 7. Mean sea-level pressure fields from December to February at the Euro-Atlantic 
sector in the winter seasons of (a) 1988-89 (NAODJF = +2,99), (b) 1974-75 (NAODJF = 
+1,96), (c) 1995-96 (NAODJF = –2,24), and (d) 2009-10 (NAODJF = –3,12). Data from the 
NCEP/NCAR Reanalysis (Kalnay et al., 1996). 
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Mean air temperature in the period from November to February has a 
strong positive correlation with the geostrophic wind speed (Table 3). As it was 
previously mentioned, the occurrence of large horizontal air pressure gradients 
over the North Atlantic in winter is responsible for the intensified western zonal 
circulation. Therefore, the occurrence of mild winters in Southeast Poland is 
determined in particular by a strong advection of relatively warm air at this time 
of the year from westerly and northwesterly directions – i.e., from the Atlantic 
Ocean (Table 4). In turn, a higher frequency of days with northeasterly and 
easterly circulation – i.e., from the cool interior of the Eurasian continent – 
corresponds to the occurrence of severe winters. In June, July, and September, 
the geostrophic wind speed is negatively correlated with air temperature 
(Table 3). At this time of the year, the temperature of the Atlantic is lower than 
that of the surface of the continent. Therefore, cooler summer seasons over 
Southeast Poland occur in tandem with an increased frequency of westerly and 
northwesterly circulation, whereas warmer summers are experienced if days 
with easterly and southeasterly circulation are prevalent (Table 4). 

 
 

 
 

Table 3. The linear correlation coefficients between the air temperature and the 
geostrophic wind speed (F), as well as the resultant vorticity (Z) in the period 1871–2010 

 Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Year 
F 0.54a 0.28a 0.12 -0.02 0.00 -0.31a -0.35a -0.20 -0.28a 0.16 0.22b 0.30a 0.17 
Z -0.02 -0.03 -0.05 -0.05 -0.13 -0.32a -0.21 -0.02 -0.27b 0.03 0.27b 0.19 -0.14 

a, b – significant at p < 0.001, p < 0.01, respectively 
 

 
 
 
 

Table 4. The linear correlation coefficients between the frequency of air flow directions 
and the geostrophic wind speed (F), as well as air temperature (T) in winter and summer 
(1871–2010) 

 Winter (DJF) 
 N NE E SE S SW W NW 

F 0.11 -0.28a -0.34a -0.18 -0.05 0.09 0.51a 0.39a 
T 0.08 -0.36a -0.62a -0.45a -0.02 0.48a 0.48a 0.32a 
 Summer (JJA) 
 N NE E SE S SW W NW 

F 0.07 0.18 0.15 0.05 -0.11 -0.05 0.18 0.08 
T -0.18 0.09 0.34a 0.28a 0.11 -0.06 -0.31a -0.34a 

a, b – significant at p < 0.001, p < 0.01, respectively 
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The strength of the correlation between the geostrophic wind speed in winter 
and the NAO index has recently been subject to a considerable change (Fig. 8). In 
each of the subsequent 30-year periods, the lowest correlation coefficients  
(0.2< r< 0.3) occurred in the second decade of the 20th century and in the first 
half of the 1960’s. A weak correlation was also determined from the 1930’s to the 
1960’s between air flow speed and air temperature. In both cases, a very rapid 
increase in the correlation coefficient values from the 1980’s to the end of the 
analyzed period was significant. In the first decade of the 21st century, more 
than 50% of the variance of the mean air temperature in winter was explained by 
the geostrophic wind speed. In the case of correlations between the air 
temperature and the winter NAO index, reasonably high correlation coefficient 
values (0.6< r< 0.7) have been recorded since the mid 1960’s (Fig. 8). 

 
 
 

 
Fig. 8. Long-term variability of correlation coefficient for each of the 30-year moving 
periods between the geostrophic wind speed (F), the NAO index, and the mean air 
temperature in winter (DJF). Horizontal dotted lines indicate correlation significant at a  
p-value of 0.01; horizontal dashed lines at a p-value of 0.05. 
 
 
 
Over recent decades, a considerable increase has been also noted in the 

strength of the correlation between the geostrophic wind speed and the number 
of days with westerly and easterly air flow in winter (Fig. 9a and c). A higher 
correlation than in previous years has also been recorded since the end of the 
1980’s between the frequency of western zonal circulation and the NAO index 
as well as the air temperature in winter (Fig. 9a). Moreover, in the 1988–2002 
period, a maximum (minimum) frequency of westerly (easterly) zonal 
circulation in winter was recorded over Southeast Poland (Fig. 9b and d). 
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Fig. 9. Long-term variability of correlation coefficient for each of the 30-year moving 
periods among the geostrophic wind speed (F), the NAO index and the mean air 
temperature, and the frequency of (a) westerly (SW+W+NW) and (c) easterly air flow 
(NE+E+SE) in winter (DJF). Horizontal dotted lines indicate correlation significant at a 
p-value of 0.01; horizontal dashed lines at a p-value of 0.05. The interannual frequency of 
(b) westerly and (d) easterly air flow is also presented. Values are smoothed by a  
13-element Gaussian �lter (bold line). 

 
 
 

4. Discussion and conclusions 

The present study has revealed that the daily mean geostrophic wind speed over 
Southeast Poland ranged from 3 to 6 ms-1. For comparison, in the area of the 
British Isles, the maximum frequency of days corresponded with a range of 
values from 6 to 7.5 ms-1 (Conway et al., 1996). The highest values occur from 
December to March, and the lowest ones from June to August. In Central 
Europe the occurrence of the highest mean geostrophic wind speed in winter and 
the lowest in summer was also revealed by the results of research undertaken by 
Marosz and Mi�tus (2012) as well as Brandsma and Buishand (1998). In the 
case of daily mean resultant vorticity, the distribution of days over Southeast 
Poland and British Isles was approximate. 
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The first decade of the 21st century was distinguished by a lower 
geostrophic mean wind speed than in the 1980’s and 1990’s. A strengthening of 
the westerly zonal circulation in the final decades of the 20th century in the 
North Atlantic/European sector was also noted in several climatological studies 
(e.g., Bárdossy and Caspary, 1990; Degirmendži� et al., 2000; Keevallik et al., 
1999; Kyselý and Huth, 2006; Werner et al., 2000). Furthermore, higher annual 
mean values were the most evident in the first decade of the 20th century, and 
lower in the 1960’s. Similar occurrences of maximum and minimum wind speed 
values were found in Switzerland (Brönnimann et al., 2012). In turn, the decade 
of the 1960’s was analyzed by Ustrnul (1997) and Degirmendži� et al. (2000). 
According to the studies, exceptionally weakened western zonal circulation was 
observed over the European continent at this time. 

The highest mean values of resultant vorticity occurred at the beginning of 
the 20th century (a period with intensified cyclonic circulation). The evident 
prevalence of cyclonic over anticyclonic frequency at the beginning of the 20th 
century is also confirmed by the results of research conducted by Przybylak and 
Maszewski (2009), referring to the western area of Central Poland. On an annual 
scale, the maximum values of vorticity over Southeast Poland occur in April and 
May, and the minimum in January. Considerably weakened anticyclonic 
circulation in the spring season was also recorded in the eastern part of Germany 
(Brandsma and Buishand, 1998). 

Geostrophic wind speed over Southeast Poland affects air temperature to 
the greatest extent during the period from December to February. This confirms 
the earlier results obtained for Poland by Ko�uchowski and �mudzka (2002). The 
warmest winters are accompanied by a greater than average number of days with 
westerly circulation and a stronger zonal flow. In contrast to air flow speed and 
direction, no clear correlations were found between vorticity and air 
temperature. 

The highest strength of the correlation (r = 0.80) between the air flow speed 
and frequency of days with a westerly circulation as well as the NAO index 
values in winter has also been observed recently. This suggests that the range of 
impact of sea-level pressure distribution on the character of the atmospheric 
circulation over the North Atlantic and air temperature during winter over 
Southeast Poland may have increased in the recent years. One of the causes may 
be an eastward shift of the position of the center of the Icelandic Low and the 
Azores High in the period from December to February that began in the late 
1970s (Hilmer and Jung, 2000; Johnson et al., 2008). It was reported that the 
relationship between the air temperature over Eastern Europe and the winter 
NAO has strengthened considerably since then because of NAO-related 
intensified zonal flow anomalies over this region (Jung et al., 2003). 
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Abstract⎯In this study, we evaluated three conceptually similar ozone gas deposition 
models. These dry deposition models are frequently used with chemical transport models 
for calculations over large spatial domains. However, large scale applications of surface-
atmosphere exchange of reactive gases require modeling results as accurate as possible to 
avoid nonlinear accumulation of errors in the spatially representative results. In this 
paper, model evaluation and comparison against measured data over a coniferous forest at 
Niwot Ridge AmeriFlux site (Colorado, USA) is carried out. At this site, no previous 
model calibration took place for any of the models, therefore, we can test and compare 
their performances under similar conditions as they would perform in a spatial 
application. Our results show systematic model errors in all the three cases, model 
performance varies with time of the day, and the errors show a pronounced seasonal 
pattern as well. The introduction of soil moisture content stress in the model improved 
model performance regarding the magnitude of fluxes, but the correlation between 
measured and modeled ozone deposition values remains low. Our results suggest that 
ozone dry deposition model results should be interpreted carefully in large scale 
applications, where the accuracy can vary with land cover sometimes are biased. 

Key-words: ozone fluxes, deposition model, big leaf models, coniferous forest 
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1. Introduction 

Air quality monitoring and modeling is important not only to quantify the 
environmental stress on human health but also to understand the impact on 
terrestrial ecosystems. Many relevant studies, using field measurements and/or 
model results, have reported that tropospheric ozone can influence the health of 
the ecosystem (namely, Fares et al., 2013; Loreto and Fares, 2007). Ozone (O3) 
like some other trace gases passes through the stomata into the mesophyll cells 
of plants and is toxic since it reacts with the liquid components of the apoplast to 
create reactive oxygen species (Fares et al., 2013). These can oxidize the cell 
walls to start a cascade of reactions which lead, at the final stage, to cellular 
death (Fares et al., 2013). Karnosky et al. (2003; 2005) reported significant 
ecosystem scale responses to elevated carbon dioxide (CO2) and O3 levels in the 
Aspen FACE Experiment. The changes were reflected in several ecosystem 
properties, including photosynthesis. Their results suggest that elevated O3 at 
relatively low concentrations can significantly reduce the growth enhancement 
by elevated CO2. 

As forests can be long-term sinks of carbon (Pan et al., 2011), they play a 
key role in terrestrial ecosystem-atmosphere interactions. Any productivity 
changes caused, e.g., by detrimental effects of the ozone can have serious effects 
on atmospheric CO2 concentrations as well (Ashmore, 2005; Klinberg et al., 
2011). Anav et al. (2011) investigated the effects of tropospheric O3 on 
photosynthesis and leaf area index on European vegetation using a land surface 
model (ORCHIDEE) coupled with a chemistry transport model (CHIMERE). 
Their results showed that the effect of ozone on vegetation leads to a reduction 
in yearly gross primary productivity (GPP) of about 22% and a reduction in leaf 
area index (LAI) of 15–20%. Decrease in GPP probably becomes more acute 
due to the harmful effect of tropospheric ozone. Based on high methane level 
scenarios (RCP8.5, SRES A2) (Kirtman et al., 2013), it is predicted that 
background surface ozone will increase about 8ppb on average by 2100 (25% of 
current levels) relative to scenarios with small methane changes (RCP4.5, 
RCP6.0). Background tropospheric ozone concentration in the northern 
hemisphere is recently in the range of 35–40 ppb (Fowler et al., 2008). The 
resulting indirect radiative forcing of ozone via its effects on ecosystems could 
contribute to global warming. Based on a recent estimation, 2–8% of the 
radiative forcing of CO2 between 1900 and 2004 can be attributed to the indirect 
effect of ozone (Kvalevåg and Myhre, 2013). Therefore, investigation of ozone 
deposition is of high relevance. 

Although there is a global network of measurement sites (Ameriflux, 
Asiaflux, Euroflux) aiming at monitoring of fluxes of CO2, a major greenhouse 
gas, this is not the case with other trace gas flux and deposition measurements, 
where – especially continuous long-term – measurements are not common. For 
research aiming at the quantification of tropospheric ozone-climate feedbacks, 
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reliable large scale information is required on ozone deposition. Besides direct 
flux measurements with limited availability and spatial representation, 
modeling efforts are of high importance, since they integrate field 
measurements of ozone concentration and fluxes to give a reliable estimation 
on ozone effects on ecosystems. Various 3-dimensional chemical transport 
models (CTMs) (e.g., AURAMS (Smyth et al., 2009), CAMx (Emery et al., 
2012), CHIMERE (Menut et al., 2013), EMEP MSC-W (Simpson et al., 2012), 
GEOS-CHEM (Bey et al., 2001), LOTOS-EUROS (Schaap et al., 2008), OFIS 
(Moussiopoulos and Douros, 2005), RCG (RemCalGrid) (Stern, 2009), TAMP 
(Hurley, 2008), WRF-CHEM (Grell et al., 2005) have been developed to 
estimate and investigate the environmental load of air pollutants. These models 
include embedded (1-dimensional) dry deposition modules (sub-models) that 
apply different approaches of parameterization schemes to calculate deposition 
of given trace gases or aerosols. The deposition models could be classified 
based on complexity of model in describing vegetation (one-, two-, or multi-
layered) and in the description and parameterization of exchange/deposition 
processes between the atmosphere and the surface (K-theory, higher order 
closure, non-local closure). Deposition modules of CTMs are generally based 
on K-theory. 

The choice is usually a compromise between application dependent 
requirements and data availability. The lack of measurements over different land 
use categories limits the validity of these modules (Tuovinen, 2009). 

The deposition velocity (vd) which is commonly used to model or estimate 
deposition rate is defined as  
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where F is the atmosphere-surface flux of the given gas, and c and c0 are the 
concentration, of the given gas at a specified reference height and at the surface, 
respectively (Chamberlain, 1967). Most of the global models available in the 
literature estimate ozone deposition using the resistance analogy (Sitch et al., 
2007), and calculate the stomatal resistance using multiplicative algorithms as a 
function of meteorological parameters (Jarvis, 1976), or use physiological 
schemes, which link stomatal resistance to photosynthesis, like the so-called 
BWB-algorithm (Ball-Woodrow-Berry) (Ball et al., 1987). There are few studies 
aiming to compare ozone deposition modules based on different approaches 
(Meyers and Baldocchi, 1988; Zhang et al., 2002), some studies compare different 
algorithms to estimate stomatal resistance (Büker et al., 2007; Misson et al., 2004; 
Niyogi et al., 1998; Uddling et al., 2005; Van Wijk et al., 2000). In this study, 
three dry deposition models, all routinely applied in regional CTMs and 
characterized by different deposition schemes are evaluated. The investigated 
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one-dimensional dry deposition models are described in detail in Zhang et al. 
(2003) (the ZHANG model), in Stern (2009), and in Schaap et al. (2008) (the 
Deposition of Acidifying Compounds (DEPAC) model). For the evaluation of 
model results, measured ozone flux data were used for different time scales over 
the vegetation period. Since these ozone deposition models are widely used for 
estimation of ozone deposition over large areas, e.g., Vautard et al. (2007), it is 
important to investigate model applicability over different land use categories 
(LUCs). We choose a land use category (LUC), namely evergreen needleleaf 
forest, for which none of the investigated models were calibrated. The 
performance of the ZHANG model has been evaluated for certain land use types 
(deciduous-forest, mixed-forest, grassland, and vineyard) with correlation (R2) 
0.14–0.51 in summertime using 1–3-month-long datasets (Zhang et al., 2002). 
They showed that the model overestimated measurements in general, but in 
the case of mixed forest they found a slight underestimation in the early 
morning hours. Büker et al. (2007) found a correlation (R2) of 0.3 and 
overestimation for birch and an R2 of 0.67 and underestimation for beech 
again, indicating the site specific behavior of models. The evaluation of the 
DEPAC model was carried out for sulfur-dioxide over deciduous-forest, 
coniferous-forest, grassland, and heathland categories with R2 = 0.01–0.69 for 
wet and dry conditions using 1–10 months long datasets (Erisman et al., 
1994). DEPAC-Wesely model have been widely tested over e.g., grassland 
and temperate deciduous forest (Pio et al., 2000; Wu et al., 2011). 

In order to explore discrepancies in results caused purely by the different 
deposition schemes, other basic parts of the models (not related to the 
deposition module, e.g., parameterization of meteorological variables) were 
standardized. The main questions addressed by this work are: (i) What 
environmental factors have impact on measured ozone deposition at the study 
site? (ii) What are the weaknesses of the investigated modules and how could 
they be improved?  

The detailed in-depth evaluation of the discrepancies and their causes give 
an objective evaluation of deposition schemes performances, and designate the 
direction of further improvements of the ozone deposition models.  

2. Material and methods 

2.1. Site description 

For this study, a six month dataset for the Niwot Ridge AmeriFlux site 
(Colorado, US) in the Roosevelt National Forest in the Rocky Mountains 
(40°1'58.4"  N, 105°32'47.0" W, 3050 m a.s.l.) was used. Since the site lies on 
the hillside, the mountain-valley wind can effect meteorological parameters 
significantly. The soil in the Niwot Ridge area can be characterized by  
32.3–63.4% sand and 27.7–50.4% silt content in the upper 12 cm layer (Schütz, 
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2005). The soils at the forested subalpine zone of the Front Range are typically 
cryalfs or cryolls depending on slope orientation (Birkeland et al., 2003), 
developed on glacial till, extremely gravelly (granite debris). During May 
(spring), when the annual snowmelt occurs, the soils are fairly saturated with 
melt water. The mountain-valley winds predominate at this site (Fig. 1), upslope 
flows from the east occur on many summer afternoons bringing high 
concentrations of anthropogenic pollutants, including ozone, from the 
Denver/Boulder Metropolitan area and have a profound effect on atmospheric 
ozone dynamics (Turnipseed et al., 2009). Table 1 contains the descriptive 
parameters of this site. 
 

 
 

Fig. 1. Relief and location of the Niwot Ridge Ameriflux site. 
 
 
 

Table 1. Descriptive characteristics of the study site, and site specific model input data 
used in the calculations 

Site characteristics Value Reference 

Average annual mean temperature 0.13 °C 1961–1990 mean, CRU CL 2.0 
dataset (New et al., 2002) Annual total precipitation 482 mm 

Mean (minimum, maximum) 
temperature (T) 

9.41 °C 
(–14.17 °C, 
23.63 °C) 

May-October 2003, measured 
dataset  Total precipitation (P) 232 mm 

Mean (minimum, maximum) soil 
water content (SWC, θ) 

0.152 m3 m–3 

(0.076 m3m–3,  
0.389 m3 m–3) 

Site specific data used in model   
Average height of canopy (h) 11.4 m 

(Turnipseed et al., 2009) 
Leaf area index (LAI) 4.2 m2 m�2 
Displacement height (d) 7.8 m 
Aerodynamic roughness (z0) 1.6 m 
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2.2. Measurements 

2.2.1. Data used in the study 

Continuous ozone flux and meteorological measurements above a subalpine 
forest canopy (Pinus contorta, Picea engelmannii, Abies lasiocarpa) were 
carried out during the growing season (May-October) of 2003 at 21.5 m height. 
Effect of short term variations in meteorological parameters has already been 
discussed in a previous publication (Turnipseed et al., 2009). The ozone flux 
was measured using the eddy-covariance (EC) technique above the canopy, 
detailed description of the experiment can be found in Monson et al. (2002) and 
Turnipseed et al., (2002, 2003, 2009). The meteorological data (air temperature 
(T), vapor pressure deficit (VPD), soil water content (SWC), photosynthetically 
active radiation (PAR), and solar radiation (SR) measurements), carbon-dioxide 
(CO2) flux, and additional information were obtained from the Ameriflux 
network (cdiac.ornl.gov/ftp/ameriflux/data/). Due to the lack of in-situ 
measurements of soil water retention, the value of wilting point (0.169 m3 m�3) 
and field capacity soil moisture (0.396 m3 m�3) were taken from the IGBP-DIS 
(5×5 arc-minutes) resolution database (Global Gridded Surfaces of Selected Soil 
Characteristics (International Geosphere-Biosphere Programme – Data and 
Information System)) (Global Soil Data Task Group).  

2.2.2. Data processing and quality assurance 

Quality assurance of measured ozone flux data were carried out. Positive fluxes 
were not taken into account (ozone flux toward the ecosystem is negative by 
definition). After filtering the ozone flux data, the dataset contains 4013 records 
of the initially available 5243 half-hourly values (23% of the data were omitted) 
and 24% of carbon-dioxide fluxes were excluded (initially 7142 data, after 
filtering 5395). Flux data were omitted during periods of precipitation and very 
low turbulence intensity, where friction velocity (u*) is less than 0.2 ms–1 after 
Turnipseed et al. (2009).  

In the case where measured data were available for more than 70% of the 
day (assumed as a representative day), gap filling of measured ozone flux was 
performed to fill the missing half-hourly values using monthly mean diurnal 
variations technique (Falge et al., 2001). Using the same technique, daily 
accumulated ozone fluxes and daily averages of environmental parameters were 
calculated to eliminate the effect of diurnal variations of wind direction due to 
the mountain-valley wind system on the days when measured data were 
available for more than 70% of the day. 
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2.3. Modeling 

The dry deposition models evaluated here are all routinely applied in studies 
using regional CTMs that are described in the literature and applied over large 
spatial extents (Stern et al., 2008; Cho et al., 2009), therefore, it is important to 
examine the accuracy of their estimations. The ZHANG model is the deposition 
submodel of AURAMS CTM (Smyth et al., 2009), and DEPAC is applied in 
RCG (Stern, 2009) and in LOTOS-EUROS (Schaap et al., 2008) CTMs. Models 
were tested in site-specific mode, which employs local vegetation parameters 
(Table 1) and in situ meteorological observations as input data. Alternatively, 
the investigated models can be run in regional mode, using the default 
vegetation parameters, even though these deposition models are not validated 
for all types of LUCs described by the simulations. 

The dry deposition models are vertical (1-dimensional), one-layered models 
based on the so-called big-leaf concept, as the canopy is treated as one big leaf 
surface (Fig. 2), and the deposition velocity is calculated using the resistance 
analogy: 
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Deposition velocity can be calculated as the reciprocal value of the 

residual of the resistances (analogous to Ohm’s low for electricity) via 
parameterization of the aerodynamic (Ra) and quasi-laminar boundary layers 
(Rb) and canopy resistance (Rc), where this latter term includes stomatal (Rst), 
mesophyll (Rmes), in-canopy (Rinc), cuticular (Rcut), and soil (Rsoil) resistances. 
Resistance schemes are described later in Section 2.3. The differences in the 
schemes occur in parameterization of these resistances (Table 2). Calculation 
of Ra is very similar in both models, the ZHANG model uses the formula 
presented in Padro et al. (1991) and the DEPAC model uses the 
parameterization of Wesely and Hicks (1977). Rb is parameterized using the 
same formula (Hicks, 1982) in both models. To estimate Rc, the following 
equations were used in the ZHANG model (Eq.(3), Zhang et al., 2003) and in 
the DEPAC model (Eq.(4), Erisman et al., 1994): 
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where Wst is the fraction of stomatal blocking under wet conditions, and is 
calculated as: 
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Zhang et al. (2003) stated that in the case of morning dew and sunshine 

immediately after rain, solar radiation could be strong and Rst is small, however, 
stomata can be partially blocked by water films and the Wst term will then 
increase the stomatal resistance. 

 

 
 

Fig. 2. Resistance network used in the models. 
 
 
One of the main differences between the models is the parameterization of 

stress functions of Rst (Table 2). The ZHANG model calculates Rst as described 
in Zhang et al. (2002, 2003), meanwhile DEPAC model has two different 
parameterizations for the stomatal resistance based on Baldocchi et al. (1987) 
(referred to here as the DEPAC-Baldocchi model) and Wesely (1989) (referred 
to here as the DEPAC-Wesely model), therefore, three different modules are 
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used in this study. Both the ZHANG model and the DEPAC-Baldocchi model 
calculate Rst using functions of air temperature (f(T)) and vapor pressure deficit 
(f(VPD)), but water stress is described in different ways (for detailed description 
of model equations see Appendix 1). In the case of optimum environmental 
conditions, the canopy stress functions are equal to one, representing no stress. 
In the ZHANG model, water stress (f(ψ)) is a step function of leaf-water-
potential (ψ) depending on SR (Table 2), meanwhile in the DEPAC-Baldocchi 
model there is no soil water stress, f(θ) equals to 1. 

 
 
 
Table 2. Description of main resistances and their parameterization in the model versions 
used in the study. Independent variables determining their values in the different 
parameterizations of the models are shown 

Resistance ZHANG DEPAC-Baldocchi DEPAC-Wesely 

    
Rst f(T, vpd, ψ) f(T, vpd, θ) f(T, SR) 
Rmes constant constant constant 
Rcut f(LAI, u*) constant constant 
Rinc f(LAI, u*) f(h, LAI, u*) f(h, LAI, u*) 
Rsoil f(T) constant constant 

 
 
 
 
 
Finally, model parameterization improvements were carried out. Many 

studies have shown that soil moisture is an important factor for controlling 
stomatal activity (Bates and Hall, 1981; Gollan et al., 1986). It has been shown 
previously and also acknowledged in the literature that resistance based models 
are sensitive to moisture stress parameterization (Büker et al., 2012; Van Wijk et 
al., 2000). Soil moisture content data is easy to obtain compared to the leaf-
water-potential used in some modeling approaches. Since none of the 
investigated models use soil moisture in the parameterization of stomatal 
resistance, model improvements were carried out (the ZHANG modified model 
and the DEPAC-Baldocchi modified model later on) with the introduction of a 
soil moisture (f(θ) in Eq.(6)) stress function based on the work of, e.g., Mészáros 
et al. (2009) and Grünhage and Haenel (2008). In the case of ZHANG model, 
the leaf-water-potential function was replaced by a function of soil moisture. In 
the case of DEPAC-Baldocchi model, instead of constant value (no soil moisture 
stress), the soil moisture stress function was implemented. The stress function 
introduced in the models for SWC is as follows: 
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where θw and θf denote soil moisture content corresponding to the wilting point 
and the field capacity, respectively. 

To explore the performance of the different resistance schemes of the 
investigated models without influence of parameterization of environmental 
parameters, measured meteorological variables were used when it was possible, 
and meteorological and astronomical parameterizations (e.g., characteristics of 
moist air and solar radiation) were synchronized using one common scheme in 
all other cases. Vapor pressure deficit was calculated using the approach of the 
World Meteorological Organization (2008), density of moist air, specific heat of 
moist air was estimated after Grünhage and Haenel (2008). Solar zenith angle 
was calculated using the parameterization scheme provided by NASA 
(Landsman, 1993). 

2.4. Evaluation methodology 

2.4.1. Measurement evaluation 

In the first part of this work, analyses of in situ observations were carried out to 
explore the effect of environmental factors on ozone deposition. Climate impact 
studies and ecosystem studies are mainly focused on the accumulated pollutant 
load the ecosystem receives, i.e., the ozone uptake, to be able to qualitatively 
evaluate/predict its effect on photosynthetic activity (Harmens and Mills, 2012; 
Lombardozzi et al., 2012; Tang et al., 2014). 

We examined soil moisture, global radiation, photosynthetically active 
radiation, vapor pressure deficit, and temperature as abiotic controlling factors 
of ozone flux. Half-hourly measurements were quality checked and analyzed for 
the whole six-month-long period for changes in relationships between ozone 
fluxes and ozone deposition drivers throughout the growing season (May-
October).  

2.4.2. Model evaluation 

In the second part of our study, outputs of three deposition models were 
compared to measured ozone fluxes. Different model quality indicators were 
calculated to evaluate model performance using half-hourly data on monthly and 
six-month-long time scales. The statistical metrics used in this study (Pearson 
linear correlation coefficient (R), mean bias (MB), mean absolute error (MAE), 



129 

root mean square error (RMSE), normalized mean square error (NMSE), index of 
agreement (IA), and modeling efficiency (ME) indicators) were calculated for 
the whole period both for daytime (when the solar zenith angle is greater than 
zero) and nighttime (when the solar zenith angle is less than or equal to zero). 
The equations of these metrics are given below (Neter et al., 1988; Chang and 
Hanna, 2004; Pereira, 2004; Falge et al., 2005). R is the linear correlation 
between the observations and model results, values can vary between −1 and 1 
(perfect correlation), 0 means the datasets are independent. MB is a measure of 
overall bias for variables, in case of perfect estimation it is 0. MAE is overall 
absolute bias of observed and modeled data. RMSE is the square root of the 
average squared bias of the modeled data, it is sensitive for extreme errors. 
NMSE emphasizes the scatter in the entire data set. Smaller values of NMSE 
denote better model performance. IA can vary between 0 and 1, and it is a metric 
of mean square error, in case of perfect agreement it is equal to 1. ME has a 
range from 1 to −�, and it is a measure of the accuracy of model estimations to 
the mean of observations, any positive value means that estimation is better than 
means of measurements, in case of perfect agreement it is equal to 1. 

3. Results and discussion 

3.1. Controlling factors of ozone fluxes 

In order to explore the effect of environmental factors on ozone deposition, 
relationships between environmental variables and energy fluxes were examined 
on a daily basis and on the original half-hourly resolution using eddy covariance 
(EC) data.  

Half-hourly measured meteorological data were compared (T, SWC, VPD, 
SR, PAR) with half-hourly measured ozone fluxes. Fig. 3 shows time series plots 
for these variables. The soil at the site was more or less saturated with water 
during May, therefore, soil moisture is probably not a limiting factor during that 
period. Turnipseed et al. (2009) found that after photosynthetic photon flux 
density (PPFD), VPD was the most dominant environmental driver controlling 
the daytime deposition of O3 at this site through its influence over stomatal 
conductance.  
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Fig. 3. Time series of controlling factors and ozone flux (May-October, 2003). 
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3.2. Results of model evaluations 

Model results were investigated on half-hourly and daily time steps, and model 
performance indicators were calculated based on measured and modelled ozone 
flux data. 

The ZHANG model outperformed the other two model versions on the 
original half-hourly resolution, but one should be aware of the still poor 
correlation between measured and modeled ozone flux for the whole period 
(Table 3). In order to evaluate the average behavior of models and how their 
performance varies with time of the day, mean diurnal variations of measured 
and modeled ozone fluxes were calculated. The ZHANG model provided the 
best results compared to the other two models in capturing the ozone flux 
magnitude and dynamics as shown by mean diurnal variation (Fig. 4A and C). 
The ZHANG modified model in Fig. 4A will be addressed later in the paper. 

 
 
 
 
Table 3: Model quality indicators based on half-hourly measured ozone fluxes  
(May-October, 2003) 

Model 
name Period R2 

(p<0.001) N 
MB 

[nmol  
m–2 s–1] 

MAE 
[nmol  
m–2 s–1] 

RMSE 
[nmol  
m–2 s–1] 

NMSE 
[nmol  
m–2 s–1] 

IA ME 

ZHANG 
model 

All data 0.26 3877   1.39 3.21 4.45 0.52 0.68 0.08 
Daytime 0.17 2796   1.83 3.77 4.91 0.44 0.59 –0.03 
Nighttime 0.07 1081   0.25 1.76 2.91 0.93 0.47 –0.15 

DEPAC-
Baldocchi 
model 

All data 0.15 3877   7.30 8.09 10.07 1.44 0.46 –3.71 
Daytime 0.05 2796   9.84 10.47 11.72 1.29 0.37 –4.88 
Nighttime 0.02 1081   0.74 1.93 2.90 0.80 0.31 –0.15 

DEPAC-
Wesely 
model 

All data 0.07 3877 –0.50 3.03 4.55 0.75 0.42 0.04 
Daytime 0.01 2796 –0.98 3.46 5.04 0.70 0.34 –0.09 
Nighttime 0.02 1081   0.74 1.93 2.90 0.80 0.31 –0.15 

Mean measured ozone flux [nmol m–2 s–1] for all data: –5.50, daytime: –6.51, nighttime: –2.90 
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Fig. 4. Performance of the ZHANG model and the ZHANG modified model (May- 
October, 2003): (A) mean diurnal variation of half-hourly measured and modeled ozone 
flux, (B) daily accumulated measured and modeled ozone flux. Performance of the 
DEPAC-Baldocchi model, the DEPAC-Wesely model, and the DEPAC-Baldocchi 
modified model (May-October, 2003): (C) mean diurnal variation of half-hourly measured 
and modeled ozone flux, (D) daily accumulated measured and modeled ozone flux. 
 
 
 
 
 
The performances of the two versions of the DEPAC model stay below that 

of the ZHANG model as it is reflected by most model quality indicators listed in 
Table 3. Correlation is lower, the DEPAC-Baldocchi and the DEPAC-Wesely 
parameterization can only explain 15% and 7% of the observed variance. Model 
errors are significantly higher in the case of the DEPAC-Baldocchi 
parameterization. It should be noted that although DEPAC-Wesely can explain 
even less of the observed variance of half-hourly ozone deposition, its 
performance is comparable to that of the ZHANG model based on some other 
statistical measures (IA, ME, NMSE, RMSE).  
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Mean diurnal variation of ozone deposition modeled by different 
parameterizations of the DEPAC model are shown in Fig. 4C together with 
measured ozone deposition. The DEPAC-Baldocchi model overestimates the 
measured fluxes (as it is also indicated by statistics based on the full half-hourly 
dataset, shown in Table 3). The most important difference between the ZHANG 
and DEPAC models lies in the parameterization of Rst. It has been reported by 
Mészáros et al. (2009) that deposition models are sensitive to soil moisture 
content input. The soil moisture stress is not parameterized in the DEPAC-
Baldocchi model, f(θ) has a fixed value of one, which assumes that there is no 
water stress for the canopy. So, these results show that it is essential to include 
the soil moisture in the dry deposition models, consequently, the ZHANG model 
is to be preferred above the DEPAC models. 

As it is presented in Fig. 4C, the DEPAC-Wesely model underestimates the 
measured fluxes, although model error is lower than in the case of the DEPAC-
Baldocchi parameterization (Table 3). The DEPAC-Baldocchi modified model 
in Fig. 4C will be discussed later in the paper. 

To explore if models capture long-term variabilities, monthly means of ozone 
fluxes were calculated (Fig. 5). We separated data to daytime (when solar elevation 
angle is greater than 0, Fig. 5A) and nighttime (when solar elevation angle is less 
than 0, Fig. 5B) parts, since the modeling approach is different for nighttime 
conditions (see Appendix 1). The calculated nighttime ozone deposition data reveal 
a very good agreement with measured flux (Fig. 5B). Considering that nighttime 
ozone fluxes are dominated by cuticular or soil pathways, this good performance 
compared to the daytime performance of the models suggests that mostly the 
description of stomatal uptake is responsible for model errors. For observed ozone 
flux during nighttime, the DEPAC-Baldocchi and the DEPAC-Wesely models 
result in the same values, since the parameterizations are the same for nighttime 
conditions. For daytime data where stomatal resistance is calculated using the more 
sophisticated approach described in Appendix 1, model performances diverge more. 
The relatively simple parameterization of the DEPAC-Wesely model simulated 
monthly average ozone deposition with the smallest bias in each month except 
June. It should be kept in mind, however, that only measured ozone flux data is 
considered here, i.e., this is not real average ozone deposition but the monthly 
average of available measured data. 

When models are applied in climate change impact studies over large 
spatial and temporal extents, data are often not used in their original temporal 
resolution (see, e.g., Sitch et al., 2007). Model results were examined on a daily 
time step using accumulated ozone fluxes to simulate ozone load (Fig. 4B, 
Fig. 4D). This approach is used in most large scale climate impact studies. 
Results of the ZHANG model have the best correlation with the measured 
accumulated ozone fluxes (R2 = 0.23, p < 0.05, Table 4), but in case of DEPAC-
Baldocchi, the model correlation cannot be detected (R2 = 0.05, p = 0.144, 
Table 4).  
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Fig. 5. Monthly means of half-hourly modeled and measured ozone fluxes (May-October, 
2003): (A) daytime, when solar elevation greater than 0, (B) nighttime, when solar 
elevation is less than zero. Standard deviation of measured data is also shown as error 
bars. 
 
 
 
 
 
 
Table 4. Model quality indicators based on daily measured accumulated ozone fluxes 
(May-October, 2003) 

Model 
name R2 p N 

MB 
[μmol  
m–2 day–1] 

MAE 
[μmol  
m–2 day–1] 

RMSE 
[μmol  
m–2 day–1] 

NMSE 
[nmol  
m–2 day–1] 

IA ME 

ZHANG 
model 0.22 0.002 39 148.92 171.07 218.66 0.28 0.99 0.96 

DEPAC-
Baldocchi 
model 

0.06 0.144 39 548.17 552.93 585.12 1.13 0.98 0.51 

DEPAC-
Wesely 
model 

0.02 0.358 39 61.14 119.43 151.74 0.17 1.00 0.99 

Mean measured ozone flux [μmol m–2 day–1]: –340.94  
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This contradicting behavior of the three structurally identical models 
demonstrates the need for a careful interpretation of resistance based model 
results for sites where no previous results are reported in the literature regarding 
correlation and systematic model errors. Results of the ZHANG modified model 
(Fig. 4A) has a lower correlation (R2 = 0.09, p < 0.001 instead of 0.25 in 
Table 3) with measurements using the full half-hourly dataset, and RMSE value 
did not change (4.69 nmol m�2 s�1). In case of the DEPAC-Baldocchi modified 
model (Fig. 4C), R2 decreased (0.05, p < 0.001 instead of 0.15 in Table 3), 
parallel RMSE decreased almost by half compared to the original 
parameterization (4.66 nmol m�2 s�1 versus 10.07 nmol m�2 s�1). On a daily time 
step, the DEPAC-Baldocchi modified model results showed better correlation 
with measured accumulated ozone fluxes than the original model (R2 = 0.06, 
p = 0.140; Fig. 4D). Comparing Fig. 4B and Fig. 4D we can conclude that the 
modified models resulted in similar values, at least compared to the differences 
observed when comparing the original model versions. This can be explained by 
non-stomatal resistance (Rcut, Rinc, and Rsoil), since with implementation of f(θ), 
Rst has the same value in both modified models.  

Mészáros et al. (2009) carried out a sensitivity analysis of a multiplicative 
dry deposition model and found that soil moisture content is one of the most 
influential parameters in the model. This explains why the introduction of soil 
moisture stress parameterization in the DEPAC-Baldocchi model had such a 
dramatic effect on model results. However, as indicated by measurements, soil 
moisture was not a driving factor for ozone deposition at this site in the 
measurement period. This suggests that model constraints do not reflect real 
environmental circumstances, i.e., model results agree with measured ozone 
fluxes, but the model fails to explain short-term variability of ozone deposition, 
which led to a decrease in correlation between half-hourly measured and 
modeled ozone fluxes. The use of soil moisture content data representative for 
the whole root zone when available should improve model results. 

4. Conclusion 

In this study, ecosystem-atmosphere ozone fluxes are simulated using three 
widely used deposition models. Our model validation results showed worse 
model performance during daytime when stomatal activity is higher, which 
suggests that modeling problems are especially related to the stomatal pathway 
ozone deposition. It was also shown that the ZHANG model is to be preferred 
under most circumstances, as it provided the best model-measurement 
agreement among the used models in hourly and daily time steps. Nevertheless, 
the most accurate long-term (monthly average) results were provided by the 
DEPAC-Wesely model. The inclusion of soil moisture stress in two models 
improved model accuracy, but the correlation remained low, suggesting that 



136 

there are other errors in the description of factors and their interactions 
regulating ozone deposition in the models. 

In spite of their wide acceptance (Brook et al., 1999; Flemming and Stern, 
2007), the multiplicative models used in this study have not been calibrated for 
some important land cover types, e.g., none of the above models have been 
calibrated for evergreen forests. In studies where these models are applied on 
large spatial scales, continents, and countries (Manders et al., 2012; van Loon et 
al., 2007; Smyth et al., 2009), this can bias the results over these land uses, 
leading to spatially varying uncertainty in the estimations, which should be 
considered when interpreting results from chemical transport models. According 
to our results, even if we minimize input data errors using measured driving data 
when available, model results diverge when validated for a randomly selected 
geographical location and land use type. This suggests, that the lack of 
calibration inhibits the reliable use of these models in case of ecosystem types 
other than they have been calibrated for, and hence, their practicality in large 
scale studies, where models are used over several ecosystems, might be 
questionable and their results should be interpreted carefully.  
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Appendix 

 
Appendix 1: Formulas used in the model to describe the resistance network. 
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Appendix 2: Nomenclature for Appendix 1. 

ψc1, ψc2 specify leaf-water-potential dependency parameters [MPa] 

Φh dimensionless stability function 

bVPD vpd constant [kPa�1], 

e, es ambient and saturation water vapor pressure [kPa], respectively 

Gst unstressed stomatal conductance [m s–1] 

κ Karman constant (0.41) 

L Monin-Obukhov length (calculation method is not detailed here) [m] 

PARs/PARsh PAR received by sunlit and shaded leaves, respectively [W m–2] 

Ri minimum bulk canopy stomatal resistances for water vapor [s m–1] 

rst unstressed leaf stomatal resistance [s m–1] 

Tmin, Tmax, Topt minimum, maximum and optimum T for stomatal opening, respectively(–5 °C, 
40 °C and 15 °C) 

zr reference height [m] 
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Abstract⎯ Heavy rainfalls and consequent floods are the most important extreme events 
in Central Europe in terms of frequency and economic losses. The purpose of the study is 
to evaluate regional extreme precipitation events in the Polish Carpathian Mountains as 
well as to determine the circulation basis for these events. Extreme precipitation values 
were identified based on daily precipitation totals measured at almost 70 weather stations 
in the Polish Carpathians between 1951 and 2015. The analysis concentrates on daily mean 
areal precipitation totals in excess of 100 mm per day as well as 50 and 30 mm, which 
causes flooding in the Carpathians. All extreme precipitation data were analyzed from a 
synoptic perspective, with special attention paid to pressure patterns over Central Europe. 
The analysis confirms that the heaviest rainfalls are affected by the situations with the N-
NE airflow. However, analyses with the application of the upper tropospheric data brought 
some new findings on the precipitation extreme topic. It turned out that most cases with 
significant rains occurred when the mid-tropospheric advection was from the southern 
sector (during the typical N and NE advections in the lower part).  
 
Key–words: precipitation totals, extremes, atmospheric circulation, Carpathians  
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1. Introduction 

Atmospheric precipitation is a meteorological element which is most often 
mentioned as the cause of many environmental and socio-economic extreme 
phenomena. In Central Europe, especially in southern Poland, south-eastern part 
of Germany, in Czech Republic, and Slovakia, these are floods of different range. 
Therefore, the most important in this case is considering extremely high 
precipitation totals.   

The discussion on extremely high precipitation belongs to the most important 
tasks when meteorological extreme phenomena become an issue. Moreover, as 
most climatic elements in the temperate zone, also atmospheric precipitation is 
considerably determined by circulation factors and depends mainly upon the 
direction and type of oncoming air masses. The topic is relatively well expressed 
in the literature. It especially concerns the values forcing floods and high waters. 
Most publications concern the studies of the circulation background of rainfalls 
in mountains, with dangerous effects of the high totals (i.e., Cebulak, 1992; 
Cebulak and Nied�wied�, 2000; Ustrnul and Czekierda, 2001; Nied�wied�, 2003; 
Mudelsee et al., 2004; Brázdil et al., 2005; Nied�wied� et al., 2009, Kundzewicz 
et al., 2012; �upikasza and Nied�wied�, 2015, Nied�wied� et. al, 2015, �upikasza, 
2016 ), some of them are with special attention to considerable floods dated July 
1970 (Morawska-Horawska, 1971), July 1997 (Pavlik and Sandev, 1997), and 
May 2010 (Bissoli et al., 2011; Kašpar et al., 2013). There are also publications 
treating the issue of extreme flood comprehensively with all the hydrological, 
environmental, as well as socio-economical results (e.g., Müller et al. 2009), flood 
monographs of 1997 and 2010 (Grela et al., 1999; Maciejewski et al., 2011) with 
the latest publication describing flood risk in Europe (Kundzewicz, 2012) or in 
upper Vistula river basin (Kundzewicz et al., 2016). 

The purpose of the paper is to evaluate regional extreme precipitation events 
taking place over the course of the last several decades as well as to determine the 
circulation basis for these events in the Polish Carpathians, a great part of which 
belongs to the Western Carpathian Mountains. That area is regarded as the 
primary source area of dangerous floods in Poland (Nied�wied� et al., 2015, 
Twardosz et al., 2016, Kundzewicz et al., 2016). Given that most extreme 
precipitation events cause floods and high waters, one purpose of the paper is also 
to describe the circulation determinants of these extreme hydrological events.  

2. Material and methods 

The area of interest - located in Poland - covers about 80 000 km2 (Fig. 1) and is 
distinguished by very differentiated hypsometry: from lowland landscape on the 
north, through highlands and foothills, up to the highest tops of the Tatra 
Mountains (over 2600 m a.s.l.) a bordering range with Slovakia. The altitude 
reaches 350 m a.s.l. on average, however, the region is famous for its diverse 
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elevation. Therefore, climatologically, Polish Carpathians are also the most 
complex area in Poland. Their relief features are important in the formation of 
their local weather conditions and climate patterns. The mountains constitute the 
latitudinal orographic barrier, which is additionally forcing the condensation of 
the water vapor.  
 
 
 

 
Fig. 1. Location of measuring points mentioned in the study (dashed line: virtual border 
between the western and eastern parts of the Carpathians). 

 
 
 
 
Daily precipitation totals from almost 70 measuring points (synoptic as well 

as climatological stations from the Polish Carpathians territory) were taken into 
account (Fig. 1). Two other stations – for validation purposes – have been also 
taken from the Slovak side of the Western Carpathians. The main research 
material was based on data from the 65-year period of 1951–2015. This period 
covers the longest time horizon, for which it was possible to create homogenous 
meteorological observation series. Precipitation totals have been thoroughly 
checked, not only in a formal sense, but also in spatial terms where necessary. 
Needless to say, the issue of measurement data homogeneity is crucial in any 
analysis of climate issues. Even the slightest errors in the used data, which are 
often undetectable by standard control procedures, can lead to completely false 
conclusions. This also applies to issues where extreme values are estimated. 
Special care needs to be taken when analyzing such data, and, in fact, special 
efforts were made to make sure that the data used herein are error free.  
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While examining extremes, including precipitation extremes, a question 
about their unique nature emerges. It needs to be stated, when the extreme 
threshold is only a local or regional one and when, reaching certain magnitude, it 
can become worldwide. Therefore, weather extremes as well as precipitation 
extremes should be discussed at first at a regional or even local scale, where they 
are the most important due to their influence.  

The paper focuses on daily mean areal precipitation totals in excess of 50 
mm per day as well as 30 mm, 10 mm, and 5 mm over the course of two or three 
days of continuous precipitation, which causes flooding in the Carpathians. Also 
the incidents of daily precipitation totals over 100 mm at selected stations were 
taken into account. The paper analyzes long-term variability in flooding patterns. 
All extreme precipitation data were analyzed from a synoptic perspective, with 
special attention paid to pressure patterns over Central Europe. Therefore, 
Grosswetterlagen classification (Werner and Gerstengarbe, 2010) was included 
because of its widespread use in Europe and the possibility to refer the obtained 
results to other international research and local circulation types classification by 
Nied�wied� (2016), which has been proved to be useful in research conducted for 
the Western Carpathians (Cebulak, 1992; Nied�wied� et al., 2015). A detailed 
description of the types of circulation for each of the used calendars is provided 
in the works cited, whereas a summary of the circulation types for each of the two 
schemes is provided by Ustrnul and Czekierda (2009). 

Simultaneously, other relevant data and materials have been used. Above all, 
the data on air mass advection defined on the basis of the data from NCEP/NCAR 
reanalyses for several grid points from the area of interest. Special attention was 
paid to the data originating from the grid point 50°N and 20°E. Basing on this 
data, the directions and strength of airflow at upper atmospheric levels (850, 700 
and 500 hPa) were determined. Finally, additional synoptic materials (e.g., charts, 
aerological diagrams, etc.) have been used and studied. 

The crucial part of calculations consisted of the analysis of the frequency of 
occurrence of daily precipitation totals in particular ranges, i.e., over 5 mm, 10 mm, 
20 mm, and 30 mm. The sums constituted the so-called mean areal precipitation was 
calculated as the arithmetic mean of precipitation sums recorded at a given station. 
Such an approach was possible due to a relatively even spread of measuring sites. 

In the study, particular attention was paid to the extremely high precipitation, 
which did not occur at single geographic locations (e.g., one station) but was 
recorded by at least few stations. This allowed us to avoid the discussion about 
precipitation of a very local nature which causes are fairly complex, most often local, 
and it is difficult to describe the direct circulation conditions accompanying its 
formation. 

At the same time, separate analyses were carried out for the totals recorded 
at the individual stations. This involved the extreme events, when the mean areal 
precipitation exceeded 30 mm. All of the distinguished cases were then analyzed 
in respect of circulation types. 
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3. Results and discussion 

Spatial differentiation of precipitation totals constantly refers to the relief (Fig. 1). 
The highest amounts, reaching up to 2000 mm annually, appear in the mountains; 
while not more than 700 mm are typical for the forelands (northern part of the 
area). Summer precipitation is dominated by the highest amounts of about 100-
250 mm in July. It is worth mentioning that spatial differences in precipitation 
pattern between the western and eastern parts of the area can be seen (Fig. 1). It 
is also evident in the high values of extreme precipitation. Therefore a detailed 
analysis was conducted for the two regions separately. 

In the Polish Carpathians, during the period of 1951–2012, totals did exceed 
100 mm at many stations (Table 1), and the highest total occurred in the 
mountains with the absolute maximum (ever recorded at the synoptic station) on 
Kasprowy Wierch Mt., where on June 30, 1973, the daily precipitation total was 
232 mm. It is worth adding that on the same day, at the neighboring Hala 
G�sienicowa Climate Station, there were 300 mm of rainfall. To this day, this 
value is considered the highest measured rainfall value in Poland, and it is rather 
close to the Central European maximum 345.1 mm reached on  July 29, 1897 at 
the Czech station Nová Louka in Jizerské Hory Mts (Munzar et al., 2011). 
 

 

 

 
Table 1. Events with the highest daily precipitation totals and the associated circulation 
types by the local Nied�wied� classification (TN) and the Grosswetterlagen classification 
(GWL) * 

MAX     
(mm) date station 

number of 
stations with 
RR>100 mm 

TN GWL 
areal 
mean 
(mm) 

300.0 Jun 30, 1973 Hala G. 6 Nc HM 52.3 
224.0 Jul18, 1970 Szczyrk 19 Nc TrM 83.4 
223.5 Jul 8, 1997 Hala G. 6 Nc Na 52.4 
213.0 Aug 31, 2010 Szczyrk 5 NEc TrM 45.9 

190.8 Jul 25, 2001 Maków 
Podh. 1 Nc BM 23.2 

173.0 Jul 18, 1962 Hala G. 3 NEc U 43.4 
172.8 May 16, 2010 Brenna 10 NEc TrM 75.3 
169.2 Aug 21, 1972 Brenna 5 Nc TrM 50.9 
161.7 Jun 29, 1958 Szczyrk 5 Nc HFa 64.9 
157.0 Sep 7, 1996 Wis�a 2 Nc HNa 39.0 
154.1 Jul 25, 1960 Brenna 3 Nc NWz 49.0 

* if extreme precipitation was recorded at more than one station at a day, only the 
maximum totals are presented 
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Having analyzed particular circulation types, it can be stated that the majority 
of extremely high precipitation totals occurred in cyclone-type situations with 
airflow from the northern sector (Table 1). This applied basically to N and NE 
directions.  

The same patterns can be seen while analyzing areal means. Majority of 
situations when daily mean areal precipitation totals exceeded 30 mm happened 
in cyclonic situation with N or NE advections and in a cyclonic trough (Fig. 2).  

 
 
 
 
 

 
Fig. 2. Frequency of extreme daily precipitation totals over 30 mm in the Polish 
Carpathians in particular circulation types. 

 
 
 
 
It is worth mentioning that the maximum daily precipitation totals occurred 

at only several stations during periods of a stationary low pressure center, and at 
a slightly higher number of stations during a cyclonic pattern with NE airflow 
(Fig. 2). 



151 

The circulation background, however, seems to differ spatialy (Fig. 3). For 
the western part of the area of interest, extreme precipitation is most frequently 
associated with the beforementioned Nc, NEc, and also cyclonic through (Bc) 
situations, whereas to the east, the impact of high pressure system with advection 
from eastern sector and NW can also be seen (Fig. 3).  

 
 

Fig. 3. Frequency of extreme daily precipitation totals over 30 mm in the western (W) and 
eastern (E) parts of the Polish Carpathians in particular circulation types. 

 
 
 

It is worth mentioning (as it was previously stated) that the amount of 
precipitation reaching the west is much higher. The mean areal maxima recorded 
for the region are over 90 mm, while the eastern part does not get more than 
56 mm of rain, what was the maximum for 1966 (Fig. 4). 
 

 
Fig. 4. Extreme daily precipitation totals (mm) – areal mean of western and eastern part of 
the Polish Carpathians. 
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For 68 measuring points, the highest daily mean areal precipitation totals 
were over 70 mm in 1970, more than 60 mm were recorded in 2010, but it is 
shown that while the whole area is taken into consideration, the areal extremes 
are lower and less frequent (there are some years without aeral mean over 30 mm 
– Fig. 5). 
 

 

 

 
Fig. 5. Extreme daily precipitation totals (mm) – the highest areal mean over 30 mm is in 
the Polish Carpathians. 

 

 

 

 

The regularity described above becomes clearly seen with stronger criteria. 
Days with daily mean areal precipitation exceeding 50 mm were selected. Table 2 
presents the exceptional events when the amount of water provided for each sq. 
meter was higher than 50 liters. Such an extreme situation happened twice more 
frequent in the western part of the Carpathians. Also, the relationship between 
precipitation extremes and strong moisture fluxes from the north was substantially 
more significant for the western than for the eastern part of Polish Carpathians.  

Those distinguished extremes and their circulation background (Table 2) 
proved also the slight difference in circulation impact along the mountain range 
in southern Poland. Almost all of the events (except for two) in the western part 
were associated with Nc, NEc situations, while the role of circulation types in the 
eastern part is less univocal. There are 6 different types influencing such high 
daily mean areal precipitation totals (Table 2).  

 
 



153 

Table 2. Events with extreme (over 50 mm) daily precipitation areal mean in the western 
and eastern Polish Carpathians and the associated circulation type by TN and GWL 
classifications 

West East 
Areal mean 

(mm) Date TN GWL Areal mean 
(mm) Date TN GWL 

103.8 Jul 18, 1970 Nc TrM 66.2 Sep 06, 1996 Nc HNa 
85.8 May 16, 2010 NEc TrM 59.0 Aug 2, 1963 Ea HFa 
70.8 Jun 29, 1958 Nc HFa 58.9 Aug 27, 1966 NEc HNFz 
69.3 Aug 8, 1997 Nc Na 57.1 Jul 27, 2004 Nc TrM 
68.1 Aug 21, 1972 Nc TrM 52.8 Aug 24, 1953 Nc Wz 
63.6 Jul 25, 1960 Nc NWz 52.1 Jul 18, 1968 Cc Nz 
62.7 May 29, 1966 Nc HB 51.3 Jun 21, 1955 Bc Ww 
60.9 Aug 31, 2010 NEc TrM 50.2 Sep 4, 2007 NWc NWz 
56.9 Aug 20, 1972 NEc TrM     
55.7 Jun 30, 1973 Nc HM     
54.6 Sep 7, 1996 Nc HNa     
53.2 Aug 22, 2009 Bc BM     
52.7 Aug 8, 1985 Nc TrM     
52.6 Jul 18, 1962 NEc U     
50.9 Jul 13, 1960 NEc Wa     
50.6 Jun 30, 1959 NWc TrM     

 
 
 

As it has already been mentioned, that the information on the circulation of 
upper level was also used in this work. So far, such an approach has not been fully 
discussed as no quantitative information was accessible. The data from the 
reanalyses allowed to investigate the influence of circulation for the whole 
research period. The analyses of particular cases proved that the data from the 700 
or 300 hPa levels does not provide any substantial information. For this reason, 
only data from the 500 hPa level, which represents mid-tropospheric conditions, 
was taken into consideration. 

As first, the situations determining the highest values of precipitation in the 
Western Carpathians, i.e., those associated with the advection from the N sector were 
investigated. In these cases, the analysis of the direction of the airflow at the 500 hPa 
level was carried out. It turned out that in mid-troposphere the advection from the 
southern sector (especially from the SW) is observed in instances with most daily 
totals (about 50% of all cases) (Fig. 6a). This regularity is noticeable in almost every 
class of daily mean areal precipitation totals, and it can be observed at individual 
stations. At the Krakow station, located at the foreland of the Carpathians, the SW 
direction at the 500 hPa level is even more significant (Fig. 6b). 
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Fig. 6. Frequency of daily precipitation totals over selected thresholds in the particular 
direction airflows at the 500 hPa level (northern sector airflow at 1000 hPa) - a) areal mean, 
b) Krakow station. 
 
 
 
 
 
Analogous relationships can also be found for other weather stations. It 

means that both low- and mid-level atmospheric circulation influence high 
precipitation totals. The impact of local conditions of terrain on heavy rainfalls is 
significantly smaller than the direction of the airflow in the low- and mid-
troposphere. This regularity is evident over the whole area, including the areas 
outside the borders of Poland. The calculations carried out for the two stations in 
Slovakia expose the same regularity. Fig. 7 shows the frequency of significant 
precipitation in Poprad, located between the main ranges of the Tatra and the Low 
Tatra Mountains., in fact situated in the very heart of the Western Carpathians.  
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Fig. 7. Frequency of daily precipitation totals over selected thresholds in the particular 
direction airflows at Poprad station – a) at 1000 hPa level, b) at 500 hPa level during 
northern sector airflow at 1000 hPa.  

 

 

 

 
Significant precipitation totals occur during the northern sector airflow, 

reaching 60% of all cases in the lower troposphere (Fig. 7a). The frequency rises 
up to 70% when daily totals over 30 mm are considered. Fig. 7b shows the 
distribution of precipitation from different directions in the mid-troposphere 
(500 hPa level), when in the low-troposphere airflow from the northern sector is 
observed. Evidently, in all of the ranges of daily precipitation totals, the southern 
sector is dominant with the SW direction in particular.  
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4. Conclusions 

The study, based on the largest number of measurement data available and 
compiled for the Polish Carpathians for over a 60-year-long period, shows the 
differentiation of the highest values of daily precipitation totals. The work proves 
that practically at every station, the values can exceed 100 mm. From hydrological 
point of view, for the research area, these can be regarded as extreme values. 
Precipitation totals recorded within the analyzed period locally reached up to 
300 mm/day, what gave over 100 mm from the regional point of view (areal 
mean). However, distinct differences between the western and eastern parts of the 
Polish Carpathians have been detected. 

The analysis confirmed the considerable influence of the atmospheric 
circulation upon significant precipitation totals including even extreme values. 
Extreme daily precipitation totals in the Polish Carpathians, which are usually the 
reasons for floods in southern Poland, are the results of a shallow low-pressure 
system hovering over -Ukraine (north and north-easterly cyclonic types and 
trough over Central Europe), often with front system causing cyclone-type airflow 
from the north and northeast. During the mentioned synoptic situations, cool air 
masses coming in from the north and northeast cause heavy precipitation events 
(dynamic rise of air over the mountain barrier increases the amount of 
precipitation). The analysis confirmed the meaning of the Vb cyclone track 
described by van Bebber (distinguished already in 1891) (van Bebber, 1891), 
which was confirmed in the contemporary studies for Central Europe (e.g., 
Mudelsee et al., 2004; Seibert et al., 2007). 

Analyses with the application of the upper tropospheric data brought some 
new insight into precipitation extremes causes. It turned out that most cases with 
significant rains occurred, when the advection in the mid-troposphere was from 
the southern sector (during the typical N, NE advection in the lower part). Such a 
situation may be explained with the fact that the collision of warm southerly air, 
which transports huge amounts of water, with cool air from the north leads to 
intensive condensation that sometimes results in local thunderstorms with heavy 
rainfalls. To a certain degree, this situation reminds us of the situation with the 
so-called Spanish Plume extreme events over the United Kingdom (Webb et al., 
2001; Webb, 2011), as well as severe hydrometeorological events over Finland 
and the Baltic states (e.g., Punkka and Bister, 2005).  

The study did not concern very local events with torrential rain of short 
duration which could produce flash floods. During these events, the maximum 
intensity of downpours can exceed 100–150 mm within 1–2 hours. As much better 
time-resolution data is required to conduct such analyses, they are not possible yet 
due to the lack of the relevant long-time data series. 
 
Acknowledgements: The atmospheric circulation analyses were possible thanks to the NCEP/NCAR 
reanalysis data. 
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Abstract—Anopheles maculipennis is one of the potential vectors of Plasmodium vivax 
caused malaria in Europe. Although potential malaria vectors are present in the continent, 
malaria was eradicated in historical times and recently absent in Central and East Europe 
and the North Balkan. Climate change may trigger the re-emergence of malaria in Europe 
positively affecting the seasonal patterns of the potential Anopheline vectors. The 
increasing length of the larva season of mosquito vectors is one of the risk factors of the 
re-emerging of malaria. The monthly relative abundance values of the larvae of Anopheles 
maculipennis were modeled for the reference period 1961–1990 and the periods 2011–2040 
and 2041–2070 based on the REMO climate model for Central and East Europe and the 
North Balkan region. Strong, significant correlation (r2=0.94, p<0.0001) was found 
between the monthly relative abundances of larvae and monthly mean air temperature 
values in Hungary between March and November. The threshold of the larval activity of 
Anopheles maculipennis was found to be about 4 °C. Comparing the modeled relative 
abundances for 1961–1990, 2011–2040, and 2041–2070, April and October months 
showed the most notable changes. The model predicts that in Southeast Hungary, East 
Croatia, North Serbia, South Romania, and North Bulgaria, the main season will increase 
by +1 to +2 months to the period of 2041–2070 comparing to the reference period. The 
model also indicates that the complete main Anopheles maculipennis larva season of the 
mosquito will increase by two months in Southeast Hungary and at least 1 month in the 
other parts of the south Pannonian Ecoregion, in the North Balkan region including South 
Romania and North Bulgaria for 2041–2070. 
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1. Introduction 

Anopheles (Cellia) maculipennis s. s. Meigen, 1818 (hence simply: An. 
maculipennis), the name-giving species of the Anopheles maculipennis complex 
is abundant in Europe, the Middle East, and the Caucasus. An. maculipennis is the 
vector of Batai, Tahyna, Myxoma and West Nile viruses, Dirofiliaria immitis 
Leidy, 1856 and Dirofilaria repens Railliet and Henry, 1911 roundworms and 
Francisella tularensis McCoy and Chapin, 1912; Dorofe'ev, 1947 (�ule�co et al., 
2016; Silbermayr et al., 2014; Huhtamo et al., 2013; Reusken et al., 2011; Filipe 
et al., 1972). An. maculipennis and Anopheles (Cellia) messae Falleroni, 1926 
were the primarily vectors of malaria in the warm and temperate continental 
climate areas of Europe (Dfa, Dfb zones according to the Köppen-Geiger climate 
classification) in historical times (Bruce-Chwatt and Zulueta, 1980; Proft et al., 
1999). In the warm Mediterranean (summer dry) and humid Mediterranean 
(subtropical) climate areas (Csa, Cfa zones according to the Köppen-Geiger 
climate classification), rather the malaria mosquitoes Anopheles (Cellia) 
sacharovi Favre, 1903, Anopheles (Cellia) superpictus Grassi, 1899, and 
Anopheles (Cellia) labranchiae Falleroni, 1926 were the principal vectors of 
malaria before the middle of the 20th century (Sinka et al., 2010; Gratz, 2004; 
Kiszewski et al., 2004). In Greece and the Middle East where malaria is present in 
the recent times, the members of the Anopheles superpictus complex are 
important, but not the solely anopheline vectors of malaria (Danis et al., 2011; 
Oshaghi, 2008), since An. maculipennis is also among those mosquito species 
which are thought to be the potential recent vectors of Plasmodium vivax Grassi 
and Feletti, 1890 (Danis et al., 2011). 

In the Roman era and the Middle Ages, the mainly P. vivax caused malaria 
was common autochthonous vector-borne infection in the warmer (Mediterranean 
and oceanic) climate areas of the Old Continent. Malaria infected the human 
populations of the Mediterranean region (Facchini et al., 2004; Hume, 2003) or 
the British Islands (Gowland and Western, 2012), and malaria was a constant 
scourge in Roman Italy, including the capital of the Roman Empire (Temin, 2006). 
There are evidences, that Plasmodium falciparum Welch, 1897 caused malaria 
spread only during the late antiquity era in the Mediterranean (Sallares et al., 
2004). Based on the risk classification of Gething et al. (2010), in 1900, malaria 
was mesoendemic in the Balkan (excluding the high Dinarids and the Rodope 
Mountains) and the Hungarian Great Plain and hypoendemic in the other areas of 
Eastern and Central Europe. In Hungary, at least three potential malaria vector 
species – namely An. maculipennis, Anopheles (Anopheles) atroparvus Van Thiel, 
1927 and Anopheles (Cellia) messae Falleroni, 1926– have been collected in the 
last decades and the presence of a fourth malaria vector mosquito, An. superpictus 
is also plausible in the southern parts of the country (Tóth and Kenyeres, 2012). 
Before 1960, malaria was endemic in Hungary (Mihályi and Gulyás, 1963) and 
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the pathogen of the recurrent malaria – P. vivax - was the most frequently 
transmitted malaria pathogen (Trájer et al., 2016). The eradication of malaria was 
performed through several complex, chemical, hydrological, and epidemiological 
interventions (Szénási et al., 2003). After the eradication of autochthonous 
malaria, the annual incidences of imported malaria were less than 0.1 per 100,000 
inhabitants in the last two decades in Hungary (Chakarova et al., 2015). In 
Europe, malaria is endemic recently only in Greece, where P. vivax protozoans 
cause autochthonous cases (Danis et al., 2011). 

Nowdays, malaria is still one of the most important vector-borne diseases 
with global distribution causing more than 300–500 million new cases every year 
in the world (Olupot-Olupot and Maitland, 2013; Caminade et al., 2014; WHO, 
2002). About 40% of the people of Earth live in malaria endemic areas (Mendis 
et al., 2001), and only in 2015, malaria caused more than 200 million new cases 
and resulted about 440 thousand deaths worldwide (World Malaria Report, 2015). 
Despite all efforts, P. falciparum caused malaria remained the most important 
mortality factor for children in the sub-Saharan Africa throughout the entire 20th 
century (Craig et al., 1999). 

The current geographic range of malaria is much smaller than the range of 
the potential mosquitoes, which phenomena is called as ‘Anophelism without 
malaria’ (Jetten et al., 1996). The malaria vector potential of an anopheline 
mosquito species in a currently malaria-free area is problematic compared to the 
areas where malaria is still autochthonous. For example, Sinka et al. (2010) found 
that An. messeae could be the dominant vector of malaria in Central and East 
Europe; Kiszewski et al. (2004) proposed that An. atroparvus should be the most 
notable potential malaria vector in the same area. In contrast, based on faunistic 
studies, in Hungary, it seems that An. maculipennis is one order of magnitude 
more frequent potential malaria vector mosquito than An. messeae and two-three 
magnitudes more abundant than An. atroparvus and Anopheles (Anopheles) 
algeriensis Theobald, 1903. Based on the results of the mosquito collection 
surveys in the 1960’s to the 1990’s, An. maculipennis formed itself the 3% of the 
total imago mosquito material and more than the 6% of the larva material (Tóth, 
2004), thus it is the most abundant malaria mosquito in the country. It should be 
added, that there is experimental evidence that Anopheles (Cellia) plumbeus 
Stephens, 1828 also can transmit human pathogen Plasmodium parasites to 
human beings (Krüger et al., 2001), which species also occur and frequent in 
Central and East Europe. 

The range of malaria is strongly determined by the occurrence of the 
anopheline vectors and the seasonal activity patterns of both larvae and imagoes 
of malaria mosquitoes. Hackett and Missiroli (1935) already in 1935 recognized 
that the length of the An. maculipennis season is determined by latitude which 
correlates to the spatial patterns of temperature conditions. Kuhn et al. (2002) 
found significant relationships between climatic factors as precipitation, 
temperature and the presence of the most important malaria vectors in Europe. 
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The analysis of the former malaria data of Hungary showed that the observed 
annual run of the incidences of P. vivax caused by can be well modeled by the 
temperature-based activity model of the resident malaria mosquitoes, e.g., the 
activity of An. messeae (Trájer and Hammer, 2016) indicating+ the importance 
of ambient temperature on malaria incidence under continental climate 
conditions. 

Now, global climatic change is expected to increase the range and incidence 
of mosquito- and other arthropod-borne diseases. Climate scenarios predict the 
increase of temperature, which can increase the risk of the parasite transmissions 
by increasing the distribution and abundance of vectors, and the length of 
mosquito vector and parasite seasons (Russel, 1998). The effect of climate change 
on the distribution of malaria mosquitoes is not a fiction: in the period of 1973–
2012, the expansion of An. maculipennis was observed in northeastern Europe 
and northwestern Asia (Novikov and Vaulin, 2014). Parallel to the spread of the 
vectors, one of the possible results of elevated temperature conditions is the 
increasing worldwide burden and distribution of malaria (Lindsay and Birley, 
1996; Loevinsohn, 1994). Martens et al. (1999) predicted that the greatest 
potential consequences of climate change are that malaria will occur in temperate 
zones, where the anopheline mosquito vectors are present but the recent cooler 
climate does not allow the transmission of the parasites. Kuhn et al. (2002) 
showed that climate change can significantly increase the abundance of the 
European Anopheles species. 

The investigation of the potential effect of climate change on mosquito larva 
seasonality can help the development of the near-future mosquito-control 
protocols. In nature, mosquito populations originally were limited by their 
predators including, e.g., the predation of swallows (Brown and Sethi, 2002). In 
human environment, the decrease of mosquito abundance has serious health and 
veterinary importance in the mosquito-vectored-endemic areas of the world 
(Reiter, 2001; Rogers and Randolph, 2000; Patz et al., 1998). The abundance of 
mosquito-borne diseases also depends on the urbanization intensity (Trájer et al., 
2016). The activity of malaria vectors and the seasonal transmission probability 
of Plasmodium species are highly sensitive to climatic conditions (Martens et al., 
1995) – mainly the changes of temperature (van Lieshout et al., 2004). Similarly 
to the larvae of other anopheline mosquitoes, the larvae of An. maculipennis also 
develop through four instars, after which they metamorphose into pupae. The time 
of development is the function of water temperature where larvae develop, and it 
indirectly depends on the ambient air temperature. It is known, that elevated 
ambient temperatures increase the growth rates of mosquito vector populations, 
since the full ontogeny time of mosquitoes depends on temperature (Paz and 
Albersheim, 2008). The larvae of An. maculipennis can inhabit the water of 
smaller watercourses, marshes, brooks, rainwater puddles, and the littoral part of 
small lakes, or they can live even in dendrotelmata, fitotelmata, technotelmata, or 
malakotelmata. In the Bakony-Balaton region, Hungary, larvae were continuously 
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collected from the beginning of April to mid-October, and the main swarming 
season of imagoes occurred from late June to the end of September (Tóth, 2006). 
The species avoid the salt lakes of the Hungarian Great Plain (Tóth, 2004). 

We aimed to model the changing seasonality of An. maculipennis larvae due 
to climate change in Central and East Europe and the North Balkan region based 
on the scenarios of the REMO climate model. We focused on the modeling of the 
start and end of the mosquito larva season of An. maculipennis. It was 
hypothesized, that the Carpathian Basin is one of the most sensible areas to the 
anthropogenic climatic change also in the aspect of the changing seasonality 
patterns of An. maculipennis. The seasonal abundance of An. maculipennis 
imagoes practically overlaps with the seasonality of larvae in Hungary. About 
more than five times higher numbers of larvae were collected than imagoes 
(2258/12363; Tóth, 2004). The higher number of larvae provided more confident 
correlation between the abundance and temperature.  

On the other hand, mosquito larvae are target of the modern biological 
mosquito control techniques. The populations of mosquito larvae can be reduced 
by biological control agents, which methods are more selective than the classical 
pesticide-like adulticides, which chemicals are harmful for the ecosystems in 
general. The modeling of the predictable seasonality of An. maculipennis larvae 
can help the future mitigation procedures. In the interpretation of the results, we 
focused also on the biological and social consequences of the changing spatial-
temporal patterns of An. maculipennis larvae, and we analyzed the probability of 
the re-emergence of malaria in the light of our findings. 

2. Materials and methods 

2.1. Mosquito data 

The monthly mosquito larva data of An. maculipennis were gained from the 
mosquito monograph of Tóth (2004). This monograph contains the data of 
different mosquito larvae, pupae, and adults based on the literature of the former 
mosquito collection efforts in Hungary and the author’s own surveys. The 
monograph was based on the data of collections, which were performed basically 
in the 1960’s, 1970’s, 1980’s, and the 1990’s. The abundance data of larvae of 
An. maculipennis were used in monthly temporal distribution. The absolute 
number of larvae were converted to relative monthly abundance values according 
to Eq.(1). If the total annual value is 100%, relative monthly abundance value is 

 
 ��� � ���� 	 
��, (1) 
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where Arm is the relative abundance of a month, Nm is the number of the total 
collected larvae according to a given month, and Na is the total number of the 
collected larvae representing the entire period. 

2.2. Climate data and its processing 

It was thought that ambient air temperature can be handled as the principal factor 
of An. maculipennis seasonality with specific regard to the start and end of the 
mosquito larva season, and consequently, temperature can strongly influence the 
total length of the larva season. This presumption was based on the observations 
that the poikilothermic An. maculipennis mosquitoes breed in small lakes, small 
lake-like reservoirs, litoprofundal shallow lakes, and swamp-like natural waters 
(Tóth, 2004), which have low heat storage capacity due to the combination of 
extent water surface and relatively low water depth. This geometry is expressly 
true for the narrow littoral zone of the waters, where the larvae of An. 
maculipennis can be found. 

Two climate data sources were used: 
1) The REMO model provided climatic analysis for the reference period 

and two future periods (2011–2040 and 2041–2070) for modeling 
purposes. 

2) Since the collection period of mosquito larvae (from the 1960’s to the end 
of the 1990’s – which practically means the period of 1961–1999 in the 
present analysis) does not completely overlap the reference period of the 
REMO model (1961–1990), the E-OBS climate model (from 1950 to now) 
was used for the preformation of correlation between monthly relative 
mosquito larva abundances and monthly mean temperature values. 

European climate data were obtained from the regional climate model REMO, 
which was developed in Hamburg (Jacob et al., 1997; Jacob, 2001). The horizontal 
resolution of the used grid is 25 km ×25 km. The model REMO is based on the 
ECHAM5 global climate model (Roeckner et al., 2003, 2004) and the IPCC SRES 
A1B scenario. The A1B scenario supposes very fast economic increase, worldwide 
population peak in the middle of the 21st century, and the introduction of innovative 
and efficient technologies (Nakicenovic and Swart, 2000). The reference period of 
REMO is 1961–1990, the two future periods of modeling are 2011–2040 and 2041–
2070. Although the entire European continent is within the domain of REMO, only 
a part of the grid shown in Fig. 1A was used. For the abundance modelling, only one 
variable, the monthly mean temperature (°C) was used. 

To perform the correlation between the relative (%) abundance values and 
mean temperatures, mean temperature values of the period 1961–1999 were 
gained from the E-OBS model. The monthly ambient temperature values were 
averaged according to monthly temporal resolution. The following grid was used 
which covers almost the whole area of Hungary: from 45.75 to 48.50N and from 
16.00 to 23.00 E. The spatial resolution was 0.25°×0.25° (Fig. 1B). 
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Fig. 1. Domains of the REMO (red rectangle; A) and E-OBS (red rectangle; B) models 
within of Europe. 

2.3. Modeling steps 

Comparing the relative monthly abundance data of the larvae of An. maculipennis 
and the monthly mean temperature values, it was observed, that the annual 
abundance profile of the mosquito larvae starts to increase rapidly above the 
abundance value of 12% in May, and inversely, the main season ends, when the 
abundance decreases below this value after September in Hungary. The 12% 
monthly abundance value was handled as the frame of the main larva season of 
the mosquito. Only those months were involved into the analysis, when the 
monthly mean temperature of the period exceeded the 4 C value, which 
empirically indicates the start/end of the larva season. 

 
GIS processing of the data 
 
ESRI ArcGIS 10.0 software was used for preparing climatic data, running the 

model, and displaying the model results. First step, the georeferred climate data of 
REMO climate model were loaded to the program. Using the raster calculator 
function of ArcGIS, monthly temperature values were converted into monthly 
relative abundance values based on Eq.(2) (see below). The raster results were 
converted to polygon-type ESRI shapefile format. The order of the three layers – the 
modeled relative larva abundance values of the periods 1961–1990, 2011–2040, and 
2041–2070 – determined that the result maps can show the mainly northward 
(spring), southward (autumn), or the seasonal altitudinal shifts of the relative 
abundance (or activity) of An. maculipennis larvae. To create color images, we linked 
the points with the calculated relative abundance values. The different values were 
assigned to the referred points and were sorted into attribute table. Then the climatic 
data were refined by the inverse distance weighted interpolation method of ESRI 
ArcGIS 10 software. Color codes of relative abundance values were selected 
according to a 0 to 12 (exactly to 12.24<) scale. Dark red color was used to mark the 
main season in the maps, when the modeled relative abundance values reach or 
exceed the 12% annual value; porcelain white color indicate the pre or post-season 
areas, where there are no active larvae in the natural waters. 
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3. Results 

3.1. Correlation between the monthly relative larva abundances and the 
temperature 

The start of the main season was in April, while the threshold of the larval 
abundance of An. maculipennis was about 4 C in Hungary in the reference period. 
In the end of the season, the monthly abundance value decreased below the 12% 
value which occurred in October, while the larval season ended in November in 
the reference period in Hungary, when the ambient mean temperature sank below 
4 C (Fig. 2). 
 
 

 
Fig. 2. The run of the monthly relative abundances of An. maculipennis larvae in Hungary 
based on the collected mosquito material of the 1960’s to 1990’s, and the run of the mean 
monthly ambient temperature in 1961–1999 averaged according to the selected grid of 
Hungary. 

 
 

Strong, significant linear correlation was found between the monthly relative 
abundances of larvae and the mean ambient temperature values (r2=0.94, 
p<0.0001) from March to November:  
 
 ��� � 
���� � �� � ��
���, (2) 
 
where Arm is the relative (%) abundance of An. maculipenis larvae in a month, Tm 
is the mean monthly ambient temperature (°C). Eq.(2) was used in the modeling 
if the projected abundance of the larvae (Fig. 3). 

0

5

10

15

20

25

-5

0

5

10

15

20

25

1 2 3 4 5 6 7 8 9 10 11 12
M

on
th

ly
 r

el
at

iv
e 

ab
un

da
nc

e 
(%

)

M
ea

n 
m

on
th

ly
 a

m
bi

en
t 

te
m

pe
ra

tu
re

  (
°C

)

Months
Abundance Mean temperature



 

167 

 
Fig. 3. The correlation between the monthly relative abundances of An. maculipennis 
larvae and the mean monthly ambient temperatures in March to November. 

 

 

 

 

 

3.2. Modeled starts of the seasons 

The modeled relative abundance values of An. maculipennis larvae showed 
notable differences in the case of the three different 30-year periods. Comparing 
the modeled abundances for the reference periods 1961–1990, 2011–2040, and 
2041–2070, the most notable spatio-temporal shifts in the main larval seasonality 
– including the start of the absolute and the main season – was observed in April 
based on the modeled relative abundances. It was modeled for the reference 
period, that the main larva season usually did not start until May in Central and 
East Europe and the North Balkan region except a Romanian lowland section of 
river Danube. In contrast, for the period 2011–2041 the model predicts, that the 
main season of the larvae of An. maculipennis will start in April in the areas of 
Vojvodina, Serbia and the Romanian Lowland. For the period 2041–2070, the 
model predicts broader shift of the main season’s start from May to April affecting 
almost the entire South Pannonian Ecoregion. In Southeast Hungary, East Croatia, 
North Serbia, South Romania, and North Bulgaria, the total main season will shift 
by 1 month to the period of 2041–2070. For 2041–2070, the model predicts that 
the start of the season of the mosquito’s larvae in Southeast Germany, the Czech 
Republic, and the northeastern forelands of the Carpathian Mountains will start 
one month earlier compared to the reference period (Fig. 4). 
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Fig. 4. The predicted monthly relative  abundance values of An. maculipennis larvae in 
Central and East Europe and the North Balkan in March, April and May for the periods of 
1961–1990, 2011–2040, and 2041–2070. 

 

 

 

 

 

 

3.3. Modeled ends of the seasons 

The model predicts that the main season of An. maculipennis larvae will end one 
month later in 2041–2070, compared to the reference period, when it ends in 
October. For 2041–2071, the model predicts that the total season will not end until 
November in the northern part of Central Europe. For 2041–2070, the model 
predicts also that the main season of the mosquito’s larvae will continue to the 
end of October in the entire North Balkan and South Pannonian Ecoregion to the 
end of October. In Hungary, the end of the main season will shift by plus 1 month 
for the period 2041–2070. Due to the high heat storage capacity of the sea water, 
the main season of An. maculipennis continues to November in the Adriatic 
coasts. For 2041–2070, the model predicts that the start of the season of the 
mosquito’s larvae in South East Germany, the Czech Republic and the North East 
forelands of the Carpathian Mountains will end one month later compared to the 
reference period. The model shows the vertical shift of the season, which is clearly 
visible in case of the Tranylvanian Middle Mountains. or in the Dinarid Ranges, 
where the main part of the season also predicted to start earlier and end later by 
1–1 month (Fig. 5). 
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Fig. 5. The predicted monthly relative  abundance values of An. maculipennis larvae in 
Central and East Europe and the North Balkan in September, October and November for 
the periods of 1961–1990, 2011–2040, and 2041–2070. 

 

4. Discussion 

The monthly relative abundance values of An. maculipennis larvae was modeled for 
1961–1990, 2011–2040 and 2041–2070 in Central and East Europe and the North 
Balkan region based on the REMO climate model and the Hungarian monographic 
mosquito data of Tóth (2004). Our results predict the notable elongation of the larva 
season for 2011–2040 and 2041–2070 compared to the reference period 1961–1990. 
The changes of the geographical patterns of the starting and ending months of the 
main and absolute seasons seem to be not homogenous in the studied region. The 
fastest increase of the season’s length will affect the areas, where large rivers and 
flood basins occur. The model predicts the most rapid elongation of the larva season 
of An. maculipennis in the central part of the Pannonian Ecoregion and the lower 
(Romanian and Bulgarian) section of the Danubian Plain. The model shows that the 
length of the main season is predicted to increase by 2 months for 2041–2070 in the 
southeastern part of the Hungarian Great Plain, while in the other parts of the 
Pannonian Ecoregion and the North Balkan, the length of the main season will 
elongate by less than two months for the second future period. These heterogenic 
predicted spatial-temporal changes of the activity of larvae can be the potential 
consequence of the faster warming climate of the Carpathian Basin (and some other 
floodplain areas in the North Balkan) compared to the other regions of Europe 
(Bartholy and Gelybó, 2007). 
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The above summarized results support the hypothesis that meteorological/ 
climatic factors, as ambient temperature, influence substantially the spatial-
temporal activity patterns of the potential vectors, and indirectly the transmission 
dynamics of vector-borne diseases such as malaria (Githeko et al., 2000; Gubler, 
1998; and Gubler et al., 2001). This conclusion is highly true for mosquitoes and 
mosquito-borne infections (Reiter, 2001). The temperature threshold of the vital 
and blood meal seeking activity of female mosquitoes are different that is also can 
be true for physiological thresholds of the vector mosquitoes and the transmitted 
protozoans. The temperature threshold of the digestion of blood meal in case of 
An. maculipennis is about 10 °C, while the threshold temperature of the extrinsic 
incubation cycle of P. vivax is about 15 °C (Martens et al., 1995). Comparing the 
thresholds of the activity of An. maculipennis imagoes and the extrinsic 
incubation cycle of the different Plasmodium species indicate that the length of 
the malaria season should be shorter than the potential season of adults or larvae. 
Based on these facts, the effect of the increasing length of the larval seasonality 
of An. maculipennis on the malaria risk cannot be clearly estimated due to the 
non-linear response of the vector-parasite-host system (Patz and Olson, 2006). 
This non-linear correlation reflects in the results of some authors, who found that 
the elongation of the malaria mosquito season rather increases the risk of malaria 
transmission in the future in the temperate areas than in the subtropical or tropical 
regions of the Earth (Martens and Thomas 2005; Martens et al., 1995). In 
addition, the increasing length and frequency of above-average summer 
temperatures in association with heat waves due to climate change also may has 
unexpected positive impact on malaria transmission (Baldari et al., 1998, Krüger 
et al., 2001). Climatic change also can cause the redistribution of the dominant 
malaria vectors in the temperate zone of Europe, although this topic has not been 
studied sufficiently yet. 

The number of annual mosquito generations – which primarily depends on 
the length of the mosquito season – substantially influences the total number of 
mosquitoes and the human-infected mosquito encounter probability. The exact 
estimation of the generation number of a mosquito should require the calculation 
of the temperature-based development time of each ontogeny stages, as in case of 
the potential annual generation number of Aedes (Stegomyia) albopictus Skuse, 
1894 was modeled under different climatic circumstances by Trájer et al. (2017). 
The effect of the precipitation conditions on mosquito vector’s abundances is 
controversial and highly depends on species, climate, month, and geographical 
location (Landesman et al., 2007), but does not affect substantially the length of 
the season of mosquitoes in temperate areas, where appropriately small water 
habitats are available during the entire year – except in very severe droughts. 

In fact, in Hungary it was found, that seasonal abundance profile of imagoes 
overlaps with the season of larvae. It can be explained by the fact that the first 
annual generation of larvae come from eggs laid by a small number overwintering 
An. maculipennis females in early spring (Freeborn, 1932), since a little 
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proportion of malaria mosquitoes can overwinter in caves and other shelters (Tóth, 
2006). As it was mentioned, the correlation between the temperature and the 
vector-borne diseases – including the malaria risk – follows non-linear 
correlations, since the biological response of mosquito populations to increasing 
temperatures can be more than an order of magnitude larger than the observed 
change in temperature (Patz and Olson, 2006). Lindsay and Birley (1996) also 
found, that small increases in temperature at low temperatures may increase the 
risk of transmission radically. Global climate change will have substantial impact 
on the length of malaria transmission season in several areas, affecting also the 
temperate countries and the tropical mountains, where recently the climate is too 
cold for the transmission of malaria (Martens et al., 1999). The length of the 
activity season of malaria mosquitoes is one of the important risk factors, and 
consequently, it also can be the symptom of the warming climate. In addition, 
Bradly (1989) showed that due to the warming trends of climate, the length of the 
life cycle of Plasmodium parasites also will be shorter increasing the risk of the 
transmission of the pathogens. 

The analysis of the past autochthonous malaria data of Hungary provided 
important additive information on the influencing climatic factors of the former 
temperate malaria (see, e.g., Trájer et al., 2016). However, the derivation of 
observed malaria seasons from the modeled annual activity of the plausible 
mosquito vectors can be problematic, since there are sparse reliable data about the 
exact composition, abundance, and infection rate of the former anopheline 
mosquito fauna. Summarizing the available data about the past vectors of (the 
mainly) P. vivax caused malaria, Szénási et al. (2003) found that An. atroparvus, 
An. maculipennis, and An. messeae were the vectors of the Plasmodium parasites 
in Hungary before the 1960’s. It should be mentioned that the changes of the 
taxonomy of the An. maculipennis complex trough time and the similarity of these 
species to each other -causing difficulties in the identification – can cause 
conceptual and taxonomic confusions in the evaluation of the former literature of 
temperate malaria vectors. It is a notable problem, because when in the first decades 
of the 20th century malaria was still endemic in some parts of the temperate climate 
areas of Europe, the systematics of the Anopheles maculipennis complex was under 
clarification. While the name-giving An. maculipennis (understand as An. 
maculipennis sensu lato) already was described in 1818 by Meigen, An. messeae 
was separated from the other species of the complex only in 1926 by Falleroni. In 
1935, Hackett and Missiroli, and in 1940, Bates published their reviews about the 
taxonomy of the complex. Mihályi and Gulyás (1963) clarified the occurrence and 
the taxonomic composition of the complex in Hungary. 

It should be also added, that the malaria vector status of a mosquito depends 
on the specific blood meal questing preferences of malaria mosquitoes. The 
females of An. maculipennis mainly bite other mammals and rather the females 
of An. atroparvus and An. messeae feed on humans (Kenyeres and Tóth, 2008). 
These observations cannot be generalized for each of the An. maculipennis 
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populations of Central and Eastern Europe. The potential malaria vector role of 
An. maculipennis (sensu stricto) can be proposed due to the high frequency of the 
species compared to the total mosquito material. An. maculipennis can be handled 
as the typical, model-value species of the An. maculipennis complex. Modeling 
the larval seasonality of this mosquito can be indicative to some other relative 
species of the complex in the studied region – mainly for An. messeae – and less 
in the case of An. atroparvus, which is a rather Mediterranean element of the 
complex. As it was mentioned, in the Balkan Peninsula, where some other 
potential malaria vectors also exist, An. maculipennis is a secondarily important 
vector of Plasmodium species in this area. Furthermore, the model value of An. 
messeae is less obvious in this area concerning the future malaria risk. 

The modeling of larval seasonality of potential malaria vectors has further 
potential positive incomes for the societies and wildlife. In the past, adulticides 
were almost the solely agents of mosquito control causing significant damages to 
the ecosystems. If larvicides were applied it meant the use of contact poisons, 
growth regulators or surface films (as even the use of diesel oil). In the last few 
decades, the ecological noxiousness of these interventions become clear. The 
expressed hazard of the use of DDT to the ecosystems is no doubt since the release 
of Silent Spring (Carson, 1962). The new generation larvicides against anopheline 
and culicine mosquitoes are hormones, bacterial agents as, e.g., Bacillus 
thuringiensis Berliner, 1915 serovariety israelensis or Lysinibacillus (Bacillus) 
sphaericus Neide, 1904 (Lacey, 2007; Lacey and Singer, 1982; Goldberg, 1979), 
fungi, nematodes, copepods, or aquatic vertebrae (Walker and Lynch, 2007). It is 
plausible, that the importance of the less harmful mosquito-control agents will 
increase in the next decades, although the efficacy of, e.g., the bacterial agents 
depends on the habitat type. Shiliu et al. (2003) described that the bacterial 
biopesticides against Anopheles larvae were less effective in habitats with high 
algal content and in fast flowing streams due to the isolating effect of algal mats 
and the dilution effect of river streams. Along with these tools, models, which are 
based on the larval seasonality, can represent the progressive approach of the 
mitigation and adaptation strategies in response to the effect of climate change on 
anopheline mosquito populations. 

5. Conclusions 

Our model concerned a very important factor of the possible re-emergence of 
malaria in Central and East Europe, since the length of the mosquito larva season 
affects the possibility of malaria transmission by several direct and indirect ways. 
Of course, several other factors can act to the persistence of the autochthonous 
vector cycle of human malaria. It can be concluded that the changing larva season 
of An. maculipennis can be used as the indicator of climate change for malaria 
mosquitoes in the temperate and sub-Mediterranean areas of Central and East 
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Europe and the North Balkan. The additional modeling of the future seasonality 
of Mediterranean Anopheles mosquitoes should be useful in the further estimation 
of the possibility of the re-emergence of malaria in Europe. Our projection can be 
used in the planning of the chemical control of mosquito populations helping the 
adaptation and mitigation for the future warmer climate of Europe, since mosquito 
larvae are the targets of the selective biological control agents. 
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Abstract Bulgaria is situated in a geographical area with high frequency and intensity of 
thunderstorms and hail events. Like in many other countries, an upward trend of weather-
induced damage has been observed during the last 15 years in Bulgaria. Much of it was 
caused by extreme weather events such as torrential precipitation associated with severe 
thunderstorms or/and wind storms. The series of flash floods and extreme hail storms, which 
hit Bulgaria in the warm half of 2014, were in line with that trend. 

On July 8, 2014, three supercell storms developed over West Bulgaria and heavily 
impacted urban areas in the afternoon. The extremely strong hail storms over Sofia and 
Montana were accompanied by strong wind gusts (about 85 km h–1) and torrential rain. The 
giant hail stones in Sofia had diameter of up to 10 cm and irregular shape. The severe hail and 
rain, and very strong wind caused substantial damage to infrastructure, buildings, vehicles, 
and agriculture. More than 40 people were injured by hail stones or collaterally by broken 
windows. One man was killed by a fallen tree. In Sofia alone, the reported damage was worth 
more than 100 million euro according to data from insurance companies. 

The paper presents the analysis of the evolution of the convective clouds based on 
radar data. The Doppler radar data revealed the existence of a mesocyclone, 
mesoanticyclone, microburst, and three-body scatter signature. The cloud top reached up 
to 17 km, and the maximum radar reflectivity factor was 69–71 dBZ. Analysis of the 
available radiosounding data, simulation with a numerical model, and the synoptic 
patterns are also presented. 
 
Key-words: severe convective storms, radar analyses, split cells, hail 
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1. Introduction 

In the middle latitudes, there are two types of long-lived thunderstorms 
producing damaging hail - multicells and supercells. Supercells (SC) – first 
defined by Browning (1977) – are the most violent thunderstorms producing 
severe weather: hail with diameter higher than 1.9 cm, flash floods, wind gusts > 
25 m s–1, tornadoes. Weisman and Klemp (1986) defined the main features of the 
supercells: 1) single, quasi-steady, rotating updraft, which may have a lifetime 
of several hours; 2) propagating continuously to the right (left) of the mean 
winds; 3) an elongation of the reflectivity pattern in the direction of the mean 
vertical wind shear vector; 4) a maximum gradient in the reflectivity field along 
the right (left) rear flank; 5) an overhang of middle-level reflectivity field over 
the low-level reflectivity field on the flank of the storm by several kilometers, 
indicating the presence of a strong updraft; 6) a hook-like echo structure at the 
storm’s right rear (left rear) flank, and often a bounded weak echo region 
(BWER) appearing at middle levels above the edge of the low-level reflectivity 
gradient, indicating the presence of both strong updraft and strong rotation 
around a vertical axis in its vicinity. Doswell and Burgess (1993) defined 
another important feature, a deep (several kilometers) mesocyclone. They 
described that the hook echo and other typical features were the direct results of 
the mesocyclonic (mesoanticyclonic) circulations of a supercell. On the other 
hand, in some cases no hook or BWER were detected in the supercells. It is 
possible that they existed but were not detected because of the width of the radar 
beam at this range (Nielsen-Gammon and Read, 1995).  

Many authors studied the conditions favorable for development of right-
moving or left-moving supercells. Numerical simulations made by Weisman and 
Klemp (1982, 1984) have shown that the environmental buoyancy and vertical 
shear of the environmental wind were important factors in determining the storm 
structure. The authors reported that the relationship between the storm type, the 
wind shear in the 0-6 km above-ground level (AGL) layer, and the buoyancy 
could be represented in the form of a bulk Richardson number (BRN). Weisman 
and Klemp (1984) found that supercells form when the BRN is low.  Davies-
Jones et al. (1990) suggested the use of storm-relative helicity (SRH) for 
estimation of the likelihood for supercell development. It was calculated for the 
lowest 3 km layer AGL. Rasmussen and Blanchard (1998) confirmed that SRH 
discriminated well the supercells and ordinary cells. The helicity (SRH) and 
instability (CAPE) are combined in energy helicity index (EHI), which 
performed well in forecasting supercells (Hart and Korotky, 1991; Rasmussen 
and Blanchard, 1998; Rasmussen, 2003).  

Supercells often start with cluster splitting processes to account for 
hodograph curvature. According to Weisman and Klemp (1986), a moderate, 
unidirectionally sheared environment led to the development of symmetrically 
splitting supercells with the anticyclonic supercell moving left of the direction of 
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the midlevel wind and the cyclonic supercell moving right. When, in the 
Northern Hemisphere, the wind shear vector rotates clockwise with height, the 
right-moving storm is favored, and if the wind shear vector rotates counter 
clockwise, the left-moving storm is favored. In the typical supercells, 
developing in the Northern Hemisphere, which usually are right-moving, the 
rotation is mesocyclonic, while in the rare left-moving supercells the rotation is 
mesoanticyclonic (e.g., House et al., 1993; Nielsen-Gammon and Read, 1995; 
Lindsey and Bunkers, 2005). 

Its geographical location and diverse terrain characterize Bulgaria as one of 
the most thundery- and hail-stormy countries in Europe. It is a fact that during 
the last 10–15 years, the frequency and severity of hail storms and heavy rains 
increased. West Bulgaria is the region with the highest frequency of 
thunderstorms in the country (Bocheva et al., 2013), as well as other high-
impact events including hailstorms, torrential precipitation, and severe 
convectively-induced wind storms (Zamfirov et al., 2014; Gospodinov et al., 
2015; Bocheva and Simeonov, 2015).  

In this paper, extreme convective thunderstorms which affected West 
Bulgaria on July 8, 2014 and caused significant damage in the towns and fields 
along their paths are presented. On that date, three supercells developed only for 
a period of six hours over Bulgaria, and two of them showed specific splitting 
behavior. The Doppler capability of the radars, data from which is used here, 
allowed their detection and analysis. Such cases of splitting hailstorms (left and 
right) over Bulgaria were firstly presented by Zamfirov et al. (2014). 

2. Data and methods 

The synoptic scale analysis is based on images provided by the NOAA/ESRL 
Physical Sciences Division, Boulder, Colorado from their website at 
http://www.esrl.noaa.gov/psd/ based on the National Centers for Environmental 
Prediction’s (NCEP) reanalysis of Kalnay et al., (1996), as well as on the 
archive of EUMETSAT satellite images, and data from meteorological network 
of the National Institute of Meteorology and Hydrology (NIMH). There has not 
been hailpad network in Bulgaria since 1990. Data from visual observations 
from nearby synoptic, climate, and rain-gauge stations of NIMH, as well as from 
rocket sites of the Hail Suppression Agency (HSA) are used in this study. The 
analysis of damage is based on information from the Monthly Bulletin of 
NIMH, reports of the national civil protection authority, local government 
authorities, media, and insurance companies. Upper-air sounding data from 
the15614 radiosonde stations of WMO (World Meteorological Organization) 
and the GFS (Global Forecast System) model of NOAA (National Oceanic and 
Atmospheric Administration) are also used. 
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The analysis of the splitting process and the evolution of the convective 
cells rely on the S-band Doppler radars of HSA, equipped with IRIS (Interactive 
Radar Information System) software of Vaisala, and the C-band Doppler radars 
of the Bulgarian Air Traffic Services Authority (BULATSA), equipped with 
RAINBOW software. HSA operates three radars (in Bardarski geran, Vratsa 
district; Goljam chardak, Plovdiv district; and Staro selo, Sliven district), and the 
first two of them are used in this study (see Fig. 1). A full 150 km scan is made 
every 4 minutes with 14 elevations at degrees from near 0° to 85°. The 
BULATSA weather radar Meteor-360 AC is located near Sofia. It is a C-band 
Doppler radar with a range of 250 km and continuous operation. A full 250 km 
scan is made every 5 minutes using 13 elevations at degrees from near 0° to 40°.  

In this study, the Advanced Research-Weather Research and Forecasting 
(WRF-ARW) model version 3.4.1, implemented in the National Center for 
Atmospheric Research (NCAR) and the NCEP of the United States, is used 
(NCEP, 2014).  

 
 
 
 
 
 

 

Fig. 1. Map of Bulgaria with the names of cities, towns, radar locations (black triangles), 
and mountains mentioned in the text. Left axis – latitude in degrees; bottom scale – 
longitude in degrees; color scale – altitude in m. 
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3. General overview of severe convective events on July 8, 2014 

3.1. Analysis of the large scale environment of the storms 

Bulgaria was in a saddle on July 8, 2014 between two lows to west and east and 
two highs to north and south (Fig. 2). The low to the northwest was associated 
with a cold air mass moving from west to east in the Western and Central 
Mediterranean. Thanks to the saddle circulation pattern in the middle 
troposphere (Fig. 2a), however, the flow was divergent in the region of Western 
Bulgaria and on the date of our interest. Near the surface, the northern high 
propagated to Eastern Bulgaria (Fig. 2b), which defined easterly or southeasterly 
winds in most of the country (Fig. 4b). At the ground level, the saddle was 
positioned exactly at the southeast corner of Bulgaria. Therefore, the southern 
high defined more southern winds in that region (Fig. 4b). These two features 
explained the convergence pattern in the lower troposphere at the time of the 
storms. Upper level divergence and lower level convergence were a 
precondition for strong convection. At the synoptic scale, the pattern resembled 
an occlusion which can be illustrated with the evolution of the temperature field 
at the 850 hPa level in Fig. 3. The warm-air tongue in Central and Southeastern 
Europe tended to close within the day which indicated occlusion-like dynamics 
in the region of Bulgaria. 
 
 
 
 

 

Fig. 2. Synoptic scale patterns on July 8, 2014, 12:00 UTC: (a) geopotential height (m) at 
500 hPa; (b) sea level pressure (Pa). Black arrows in (a) and (b) show the direction of the 
air flow over Bulgaria at the corresponding level. Black curve on map (b) shows the line 
of instability (or pseudo-occlusion). (Source: NOAA/ESRL Physical Sciences Division, 
Boulder Colorado; http://www.esrl.noaa.gov/psd/)  
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Fig. 3. Synoptic scale temperature (K) pattern at the 850 hPa level on July 8, 2014:  
(a) 00:00 UTC; (b) 06:00 UTC; (c) 12:00 UTC; (d) 18:00 UTC. (Source: NOAA/ESRL 
Physical Sciences Division, Boulder Colorado; http://www.esrl.noaa.gov/psd/)  

 
 
 

 

Fig. 4. (a) 24-hour accumulated precipitation amount (grey scale, mm) from 07:30 local 
time (LT) on July 8, 2014 to 07:30 LT on July 9, 2014. (b) Wind speed (length of the 
arrow, m s-1) and direction on July 8, 2014, 12:00 UTC; grey scale - terrain altitude. 
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Fig. 4a shows the precipitation pattern for the date. It illustrates how the 
storm systems did not manage to propagate much further than the central part of 
Bulgaria, where they tended to decay which can be seen in Fig. 5d. The most 
significant precipitation spots were in the western part of the country and were 
associated with the strongest phase of the storm systems on July 8. There were 
two distinctively separated precipitation patterns: one to the northwest of the 
country and another one to the south, in the West Rhodopes Mountain. This 
reflected the divergent leading upper flow. Fig. 4b represents the analysis of the 
10 m wind at 12:00 UTC on July 8, right before the hail storm hit Sofia. The 
overall easterly or southeasterly winds in North and East Bulgaria are well 
visible. They are the result of the influence of the northeastern high-pressure 
center. In the southwestern corner of the country, one can notice the more 
southerly oriented winds. From one side, they were defined by the local 
orography and followed the principal axes of the river valleys in the region. But, 
from the other side, they experienced the influence of the southwestern high 
(Fig. 2b), which pulled the general wind direction from south.  

3.2. Evolution of the storms 

Fig. 5 illustrates the evolution of the analyzed storms from satellite perspective. 
The thin black circles show the position of the analyzed hail storm system, 
which has hit Sofia, at its origin (a), growth (b), split (c), and decay (d). The 
thick black circle in (d) highlights the southern storm, which has hit Velingrad 
and Devin in the Rhodopes. Black arrow points to the position of the hailstorm 
over Sofia. The Sofia cloud first appeared near the western Bulgarian border at 
around 11:00 UTC (Fig. 5a). Then it strengthened by going eastwards (Fig. 5b) 
and split (Fig. 5c). The northern, left-moving storm went beyond Stara Planina 
(a mountain ridge) and hit the region of Montana. The southern, right-moving 
storm is the one which has later produced the severe hail fall in Sofia.  

The northern and the southern storms dissipated later in the day (Fig. 5d), 
but others appeared behind them along the same storm line, stretching from the 
Rhodopes to the northwestern corner of Bulgaria, because the large scale 
conditions did not evolve significantly. In this later generation of convective 
storms, there was another significant one developing in South Bulgaria. It 
appeared first over Rila Mountain around and after 15:00 UTC (not shown) and 
moved in southeasterly direction to the West Rhodopes, which can be seen in 
Fig. 5d, where it hit Velingrad first and Devin later. 
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Fig. 5. Infrared satellite images on July 8, 2014: (a) 11:00 UTC; (b) 12:30 UTC;  
(c) 13:30 UTC; (d) 17:00 UTC. (Source: NIMH archive of EUMETSAT satellite images.) 
Circles and arrow point to the location of the analyzed storms. 
 

3.3. Aerological analysis of sounding data 

The most vigorous one of the three analyzed storms developed over Sofia, the 
capital city. The NIMH operates a WMO aerological station (number 15614) in 
Sofia, where the regular sounding takes place at 12:00 UTC. Therefore data from 
that sounding on July 8 was used to analyze the environment of the storm over 
Sofia (Fig. 6a). For the other storms, however (over Montana – Fig. 6b and over 
Velingrad – Fig. 6c), pseudo-sounding data at 15:00 UTC, derived from the 
operational GFS model, was used. Those storms were relatively far from Sofia 
(Fig. 1), and their strongest part was later than the time of the operational sounding 
at station 15614. The pseudo-sounding data is combined with real measured surface 
data from other synoptic stations nearby. The data were processed by the 
RAwinsonde OBservation (RAOB) sounding software. This approach had already 
been used in Simeonov et al. (2013). The height of the 0 ºC isotherm (freezing 
level), was found to be 3231 m for Velingrad, 3479 m for Sofia, and 3728 m for 
Montana. Stability and wind shear indices were calculated and analyzed (Table 1). 
The lifted index (LI) for example points to strong instability. Its values are: -7.1 ºC 
for Sofia; –6.2 ºC for Montana; and –5.6 ºC for Velingrad. The values of CAPE are 
about 2648 J kg–1 for Sofia, 1686 J kg–1 for Montana, and 1564 J kg–1 for 
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Velingrad. These values, determined from surface parcels, suggested that the 
environment would support thunderstorms. The Total Totals (TT) index is higher 
than 50 and indicates a potential development of severe storms.  

 

 

Fig. 6. Stuve diagramme, hodograph, and basic environmental characteristics on July 8, 
2014 (processed by RAOB). Buoyant energy is shaded and the wind profile is illustrated 
at right in m s-1: (a) Sofia sounding – 12:00 UTC, (b) Montana sounding – 15:00 
UTC, (c) Velingrad sounding – 15:00 UTC. 
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Table 1. Stability and wind shear indices for the three suppercells on July 8, 2014 

Indices SC Sofia SC Montana SC Velingrad 

CAPE (J kg�1) 2648 1686 1564 

LI (°C) –7.1 –4.2 –5.6 

TT (°C) 55.4 52.0 51.0 

KI (°C) 34.9 37.0 34.0 

BRN 57 30 18 

SWEAT 349.8 231 233 

SRH0-3 (m2 s-2) 132 118 143 

EHI0-3 1.9 1.0 1.0 

VV (m s-1) 73 58 56 

 
 
 

The shapes (Fig. 6) of the wind hodograph in low levels (0–6 km) suggest a 
wind pro�le that would support rotating convection. The hodographs, 
corresponding to the environment of the left-moving storm over Montana and 
the right-moving storm over Velingrad, have typical supercell shapes (Weisman 
and Klemp, 1986) with tendency to be more linear above 2 km AGL. The 
curvature of the hodograph of the left-moving SC Montana turns clockwise 
(Fig. 6b). Similar cases of left-moving supercells, despite the shear vectors 
exhibiting clockwise curvature, were obtained and discussed by other authors 
(Grasso and Hilgendorf, 2001; Bunkers, 2002). The hodograph for the SC Sofia 
exhibits well pronounced clockwise curvature to 180 degrees in the lower 0–6 
km (Fig. 6a). According to Weisman and Klemp (1986), significant shear 
magnitude and depth of the shear profile are sufficient to produce strong positive 
vertical pressure gradient force on the right flank of the initial updraft. It is fact, 
that after the splitting of the initial cell, the right flank evolved into a quasi-
steady supercell (Sofia), which moved to the right of the mean winds, whereas 
the left flank evolved into a weak and short-lived cell. Wind shear indices BRN, 
SRH0-3, and EHI0-3 for layer 0–3 km AGL were calculated for the diagnosis of 
the supercell’s development (Table 1). The BRN indices were 57 m2 s–2 (SC 
Sofia), 30 m2 s–2 (SC Montana), and 18 m2 s–2 (SC Velingrad). The values of 
SRH0-3 for the environment of the three examined supercells were higher than 
the threshold of 100 m2 s–2 for supercell development (see Table 1). EHI0-3 has 
values between 0.6 (SC Montana) and 1.5 (SC Sofia). All indices, therefore, 
show an environment favoring supercell development. The calculated maximum 
vertical velocities are high (more than 55 m s–1). This indicates significant 
development of convective clouds topping above the equilibrium level (EL), 
with an attendant risk for heavy rain and hail.  
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4. Analysis of Doppler radar data of severe convective storms 

4.1. Sofia supercell  

In the early afternoon, at 10:35 UTC, an isolated cell was first detected 70 km 
northwest of Sofia outside the territory of Bulgaria. The maximum radar 
reflectivity factor (Zmax) of the cell was 35 dBZ between 6 and 10 km (–12 °C 
and –40 °C, see – Fig. 7a). The cell developed rapidly and Zmax reached 50–55 
dBZ at 10:50 UTC.  During the period between 11:30 UTC and 12:10 UTC, new 
cells developed about 10 kilometers away from the first one, and a cluster 
formed. The new cells quickly merged in single storm (Figs. 7c, d), and the 
maximum radar reflectivity exceeded 60 dBZ. At 13:00 UTC, the storm split 
(Fig. 7e), producing a cyclonically rotating supercell (SC Sofia) moving to the 
right of the mean midlevel winds. It passed over Sofia and dissipated at 15:35 
UTC out of the city. The second cell moved to the left of the mean midlevel 
winds. It had no severe development and dissipated 20 minutes after splitting.   
 
 
 
 
 

 

 
Fig. 7. Formation and development of Sofia supercell based on maximum radar 
reflectivity obtained by C band radar, located at Sofia airport: (a) at 10:45 UTC, the cell 
is showed by an arrow ; (b) at 11:40 UTC; (c) at 12:10 UTC; (d) at 12:30 UTC; 
(e) at 13:00 UTC; (f) at 13:10 UTC.  
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The vertical wind pattern was analyzed by using the VVP (velocity volume 
processing) product in time between 12:11 UTC and 14:31 UTC. The analysis 
showed a low-level backing of the wind, implying a clockwise turning of the 
hodograph and confirmed the possibility of right-moving thunderstorms 
(Fig. 8a) (Klemp and Wilhelmson, 1978; Nielsen-Gamon and Read, 1995). 
Detailed analysis of the hodograph plot by RAOB (Fig.8b) showed that before 
13:00 UTC, when the storm had split, the hodograph had well pronounced 
clockwise curvature to 180 degrees in the lower 2.2 km with growth of the 
magnitude and the depth of the shear profile. During the period of severe hail 
(13:31 UTC – 14:11 UTC), the hodograph changed its form to approximately 
straight line.  

Immediately after splitting, the area of radar reflectivity factor of 60 dBz 
reached a height of over the –20 °C isotherm, held for next 90 minutes (Figs. 9 
and 10a), and it was wide more than 30 km2 (not shown). According to Blair et 
al. (2011), this is a criterion for the existence of giant hailstones. According to 
meteorological stations reports, the observed size of hailstones on ground in 
Sofia was more than 5 cm. 

The storm severity and the presence of large hail stones were confirmed by 
VIL (vertical integrated liquid) and VILD (VIL density) value. VIL values 
exceeded 65 mm and lasted for 1 hour and 40 minutes (13:04 UTC – 14:44 
UTC). The high values of VIL indicate that the storm had high reflectivity 
distributed over a large depth of the atmosphere, and that it is a good indicator 
for the potentiality of severe weather (Nielsen-Gamon and Read, 1995; Edwards 
and Thompson, 1998). In the same time, VILD (Amburn and Wolf, 1997) had 
values higher than 3 g m–3 which is the severe hail (> 2 cm) threshold obtained 
for Bulgaria (Dimitrova et al., 2013).  

The strongest development of SC Sofia was between 13:30 UTC and 14:05 
UTC, when the maximum reflectivity was 70 dBZ and the echo top (15 dBZ) 
was between 17 km and 18 km. The southeast end of SC Sofia became comma-
head shaped at 13:50 UTC (Fig. 10b).  
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Fig. 8. Wind profiles of the supercell propagation during the period 12:11 UTC - 14:31 
UTC, obtained by C band radar, located at Sofia airport: a) "raw" wind data b) a plot of a 
series of hodographs by RAOB. 
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Fig. 9. Time series of radar reflectivity factors during the lifetime of SC Sofia. 
H15 � height of area of 15 dBZ radar reflectivity;  H45 � height of area of 45 dBZ 
radar reflectivity; H55 � height of area of 55 dBZ radar reflectivity; H60 � height 
of area of 60 dBZ radar reflectivity; H-20 °C – height of -20 °C isotherm; H-40 
°C – height of -40 °C isotherm. The radar data are obtained by S band radar.  

 

 

 

    
Fig. 10. A PPI (at 1.7° elevation) reflectivity image of SC Sofia during its maximum 
development, obtained by S band radar a) at 13:39 UTC (16:39 LT); b) at 13:50 UTC 
(16:50 LT). 
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The extreme hail event, accompanied with strong wind gust, heavy rain, 
and high lightning frequency was registered between 13:30 UTC and 
14:00 UTC. The giant hailstones had diameter up to 10 cm and irregular shape. 
TBSS (three body scattering signature) was observed (Fig. 7f) during the period 
between 13:00 UTC and 13:30 UTC. Such cases have been analyzed in detail by 
Lemon (1998), who suggested that it could be expected that hail stones equal to 
or greater than 2.5 cm in diameter would reach the surface within the next 10–30 
min. In confirmation of these conclusions, in our case, the TBSS appeared 30 
minutes before the registration of severe hail on the ground.  

Thunderstorm mesocyclone is manifested on Doppler velocity scans. The 
rotation was evident between 4 and 6.5 km height (Fig. 11a). In the southeastern 
part of the rotation core, radial velocities of –13 m s–1 (towards the radar) and on 
the opposite side, radial velocities of +13 m s–1 (outwards) were observed. Higher 
values could have been expected, but these are the maximum that the radar can 
detect. The registered values of the horizontal wind shear (combination of the so-
called radial shear and the azimuthal shear) were above 14 m s�1 km�1. In 
accordance with Holleman (2008), these values exceeded the threshold of 8 m s�1 

km�1, determined by the author, which suggested the existence of a microburst 
(indicated by an arrow in Fig. 11b). Many uprooted and/or broken trees in Sofia 
bring evidence of strong surface winds by the microburst.  

 
 

 
Fig. 11. (a) CAPPI 5.9 km of Doppler velocity of SC Sofia at 13:38 UTC (16:38 LT). A 
zoom image of mesocyclon rotation is given in the right corner of the images. (b) A 
horizontal wind shear at 0.2° elevation of SC Sofia at 13:57 UTC (16:57 LT).  
 

4.2. Montana supercell  

Left of SC Sofia, a new cell formed and developed as supercell (noted as SC 
Montana) moving to the left of the mean midlevel winds and characterized by 
anticyclonic rotation. Its first registration was at 13:00 UTC and, like for SC 
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Sofia, the first radar echo with maximum radar reflectivity 25 dBZ was between 
the heights of 5 km and 10 km, where the temperature reached –35 °C 
(Fig. 12a). By analogy with SC Sofia, the convective cell had strong 
development. At 13:23 UTC, the height of the area with 45 dBZ was above 
10 km, and the maximum radar reflectivity was 55 dBZ. In Fig. 12b it can be 
seen, that within the radar range of 150 km, there were only two supercells - SC 
Sofia and SC Montana. SC Sofia moved southeast and SC Montana moved 
northeast. At 14:00 UTC, SC Montana split and its left-oriented part acquired 
supercell structure (Fig. 13). The right-moving cell had short life time and 
reached maximum reflectivity of 50 dBZ only. The left-moving supercell had 
lifetime of more than 4 hours. 

 
 

 

   
Fig. 12. (a) SC Montana thunderstorm formation at 13:00 UTC (16:00 LT) – showed by 
an arrow. A radar vertical cross section of the cell is given in the right corner of the 
image. (b) Maximum radar reflectivity image of the coexistence of SC Sofia and SC 
Montana at 13:46 UTC (16:46 LT). 

 
 
 

   
Fig. 13. Maximum radar reflectivity during the Montana storm splliting: (a) at 14:01 UTC 
(17:01 LT) ; (b) at 14:12 UTC (17:12 LT); (c) at 14:24 UTC (17:24 LT). The second 
weaker cell is showed by an arrow. 

SC Montana 

SC Sofia 
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The left-moving supercell was characterized by long lifetime of severe stage. 
At 13:38 UTC, radar reflectivity above 60 dBZ was registered and was kept 
above that level for the next 90 minutes. In the 10 minutes following the splitting 
at 14:00 UTC, the maximum radar reflectivity factor increased sharply and 
reached a maximum value of 74.5 dBZ at 14:12 UTC. The height of the area of 
55 dBZ was above 12 km and that of the area of 60 dBZ – above 10 km. The area 
of radar reflectivity factor of 60 dBZ reached 30 km2 (not shown) at height above 
–20 °C and lasted more than 30 minutes (Fig. 14). VIL increased rapidly between 
13:00 UTC and 13:28 UTC, and its values were higher than 65 mm for about 1 
hour. Between 13:44 UTC and 14:52 UTC, VILD was higher than3.0 g m–3. In 
the same time, the registered hailstones on the ground had size larger than 2.5 cm. 

 
 

 
Fig. 14. Time series of the radar reflectivity factor during the lifetime of SC Montana. 
H15 � height of area of 15 dBZ radar reflectivity; H45 � height of area of 45 dBZ radar 
reflectivity; H55 � height of area of 55 dBZ radar reflectivity; H60 � height of area of 60 
dBZ radar reflectivity; H-20 °C – height of -20 °C isotherm; H-40 °C – height of -40 °C 
isotherm. The radar data are obtained by S-band radar.  
 

 
 
The TBSS appeared at 13:31 UTC, 20 minutes before hail registration on 

the ground and 44 minutes before severe hail registration on the ground. The 
flare was observed for 80 minutes, and its length reached more than 40 km 
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(Fig. 15a). TBSS is associated with Non-Rayleigh scattering from large, wet 
hailstones, whose diameter to wavelength ratio is greater than 1/16th of the radar 
wavelength (Lemon, 1998; Zrni�, 1987). On the other hand, the large area of 60 
dBZ and high horizontal gradients (12 dBZ per 1 km) at the northern end of the 
storm led to a sidelobe spike emergence at 13:38 UTC, 20 minutes before the 
severe hailfall on the ground (Fig. 15a). According to Manros et al., 2010, 
sidelobe contamination in radar data occurs when there are strong horizontal (or 
vertical) gradients of reflectivity, on the order of 40 dB per 1 degree. This type 
of gradient is usually connected with strong thunderstorms capable of producing 
hail. �he presence of the artefacts (TBSS and sidelobe spike), each having 
different origin, confirms the theory that they can be linked to the existence of 
large hailstones. Between 13:52 UTC and 14:54 UTC, during their registration, 
the hail stones size reached 6 cm (information from rocket sites of HSA). 

 
 
 

 

  

Fig. 15. (a) Maximum radar reflectivity of SC Montana with TBSS and sidelobe 
observation at 14:16 UTC (17:16 LT). A radar vertical cross section of the cell is given in 
the right corner of the images. (b) PPI at 4.5° elevation of Doppler velocity of SC 
Montana at 14:17 UTC (17:17 LT). A zoom image of mesoanticyclon rotation is given in 
the right corner of the image. Radar information is given by S-band radar.  

 
 
 
 
During the period of maximum development of SC Montana, the analysis 

of Doppler velocity showed anticyclonic rotation. It was observed for 
10 minutes. Evidence of rotation can be found at the levels between 5 and 7 km 
(Fig. 15b). The southern side of the hail core (viewed by the radar) had Doppler 
velocities away from the radar, while the northern side of the hail core had 
Doppler velocities toward the radar. The SC Montana is the first documented 
case of anticyclonically rotating core of supercell developed over Bulgaria. The 

Sidelobe 

TBSS 
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vigorous development of the cell accompanied by high updraft velocity is 
confirmed by the fact, that the speeds in the center of the core are close or equal 
to zero (Fig. 15b). This conclusion is based on the relationship between the 
Doppler radial velocities in the TBSS area, the storm core, the vertical velocities 
associated with hydrometeors (Zrni�, 1987; Carbunaru et al., 2010), and the 
presence of high positive Doppler velocity in the beginning of TBSS.   

4.3. Velingrad supercell  

Another squall line formed at 15:10 UTC to the southeast of the dissipated SC 
Sofia (Figs. 16a, b). At 15:50 UTC, one of the cells of that squall line developed 
rapidly and evolved into a supercell (SC Velingrad). Its lifetime was more than 
two hours (Fig. 16c).  

The cell had smaller area than the other two supercells, but kept high 
values of other radar characteristics and had recognizable features of supercell. 
VIL increased rapidly from values of 38 mm to 62.5 mm (not shown) at 
15:56 UTC and kept values higher than 60 g m–3 during the period of 16:00–
17:30 UTC. In the same time, the maximum radar reflectivity was higher than 
60 dBZ with height above –20 °C. The maximum registered value of radar 
reflectivity was 70 dBZ. The values of VILD were higher than 3.0 g m–3 
pointing to the existence of severe hail (Dimitrova et al., 2013). The supercell 
had cyclonic rotation (Fig. 17a). A mesocyclone was observed at the levels 
between 5.5 km and 6.5 km. TBSS was registered and lasted 35 minutes 
(Fig. 17b). Due to the passage of the cell over a mountainous area, there was no 
information of the size of hailstones based on ground observation. Bearing in 
mind the high values of the radar characteristics, it could have been expected to 
have hailstones larger than 2 cm.  
 
 
 
 
 

 
Fig. 16. Formation and development of Velingrad thunderstorm (a) at 10:45 UTC, the 
storm is showed by an arrow ; a) at 15:03 UTC (18:03 LT); (b) at 15:36 UTC (18:36 LT); 
(c) at 16:12 UTC (19:12 LT) when supercell was formed (showed by an arrow). Radar 
information is obtained by S-band radar.  
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Fig. 17. (a) Maximun radar reflectivity of SC Velingrad with TBSS observation at 
17:00 UTC (20:00 LT). (b) PPI at 7.0° elevation of Doppler velocity of SC Velingrad at 
17:01 UTC (20:01 LT). A zoom image of the mesocyclon rotation is given in the left 
corner of the image. Radar information is given by S-band radar. 

5. Model simulation 

This section deals with numerical simulations of the supercells. 24-hour 
simulations were carried out with initial conditions at 00:00 UTC on July 8, 
2014. In the first six hours, the model fields were spin-upped. The time frame of 
interest was between 13:00 and 16:00 UTC.  

The initial and boundary conditions for air temperature, wind speed, humidity, 
pressure, and total cloud cover were taken from the operational GFS distributed by 
the NCEP with a spatial resolution of 0.5°. The model configuration uses the non-
hydrostatic approximation. The model domain is resolved by a grid in Lambert 
conformal projection with three nests, correspondingly with a spatial resolution of 
15:5:1.8 km. The two-way nesting technique is used for better boundary conditions. 
The domain covers Bulgaria and adjacent regions, and the third domain with the 
finest resolution is selected in a way to cover the mountain chains in the western 
part of the country, and the center is located in Sofia, where atmosphere sounding is 
performed every day at 12:00 UTC. The vertical coordinate system is sigma 
terrain-following, with 65 levels. Several numerical experiments are performed to 
configure and tune the model parameters in order to obtain adequate mode results. 
The most important parameters are related to the parameterization of the sub-grid 
physical processes (Penchev. and Peneva, 2013). The following parameterization 
schemes are used in the model: 

• for microphysical processes in the clouds: WRF Double-Moment 6 class 
scheme (Lim and Hong, 2010), 

• longwave radiation processes: RRTM (Rapid Radiative Transfer Model) 
(Mlawer et al., 1997), 

• shortwave radiation processes: Dudhia scheme (Dudhia, J., 1989), 

TBSS 
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• air-surface exchange processes: Noah Land-Surface Model, 
• planetary boundary layer parameterization: Yonsei University scheme, 

and 
• convective processes parameterization: Kain-Fritsch scheme (Kain, 

2004). This scheme is used only in the first and second domains, and in 
the third domain, where resolution is 1.8 km, the convection is not 
parameterized. 

The aerological diagram (not shown), calculated by the WRF model, shows 
the presence of wind shear in the layer at altitude of about 2 km, a not very well 
defined layer of dry air, and a layer, in which the presence of significant CAPE can 
be expected. The analysis of some convective parameters such as CAPE and CIN 
(convective inhibition) (Fig. 18) indicates, that in the afternoon of July 8, in the 
western part of Bulgaria, the weather conditions were unstable with CAPE more 
than 1300 J kg–1 and CIN close to 0 m2 s–2. The combination of both parameters 
shows that the best conditions for convection were in the period between 11:00 
UTC and 14:00 UTC. 

 
 
 

 

Fig. 18. CAPE and CIN time series based NWP model calculations for Sofia. 
 
 
 
Evidences for the presence of deep convection was the development of 

three convective cells – two of them north of Sofia and one over Rhodope 
Mountains, as shown on the image of maximum 10 cm radar reflectivity field 
(Fig. 19a).  
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Fig. 19. a) Modeled radar reflection in dBz, for wavelength of 10 cm, combined with the 
field of wind  of 500hPa; b) elevation of the reflection on AB axis, combined with the 
field of wind in the vertical plane of the section (wind barbs show the direction of 
movement vertically and horizontally). 
 
 
 
In the simulation, SC Sofia is shifted northeastwardly and the impact of 

hydrometeors in the simulated radar image was lower than the observed one. 
The model convection occurred with an about two-hour delay. Well-developed 
cells appear at 15:00 UTC and lasted until 19:00 UTC, when they were still 
about 50 dBz. As the observed phenomena were commensurate with the 
resolution of the model, the latter failed to completely simulate the evolution of 
the formation of the first supercell. However, the numerical model successfully 
generated the convective phenomena, but with less intensity. For example, the 
amount of rain fallen for one hour in the period of maximum development of 
supercell did not exceed 8 mm. Also, the measured vertical speeds in the areas 
with maximum impact reached 17 m s–1. The motion of SC Sofia and the shape 
of its radar reflectivity are shown in Fig. 19b. This corresponds very well to the 
convective events observed in the late afternoon on this day near Sofia. 

6. Analysis of damage data 

The giant hail stones in Sofia had diameter up to 10 cm size and irregular shape. 
The hail path was about 30 km long and more than 10 km wide and passed 
trough the central parts of the city. According to the meteorological station data, 
the duration of continuous hail was about 20 min and the measured precipitation 
amount during the process was above 35% of the monthly normal.  The severe 
hail with rain and very strong wind (wind gust up to 23 m s–1) caused substential 
damage to infrastructure, buildings, and vehicles. More than 40 people were 
injured by hail stones or colaterally broken windows in Sofia. One man was 
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killed by a falling tree. In Sofia alone, the reported damage was worth more than 
123 million euro according to data from insurance companies (Viktor et al., 
2015). 

The hail stones in the region of Montana were sized from walnut to egg, 
and the duration of the hailfall was about 13 min. The hail storm stroked 
4 municipalities in the district of Montana. The severe hail with torrential rain 
and strong wind (wind gust 17–20 m s–1) caused damage to infrastructure, roofs, 
vehicles, and agriculture. More than 45% of corn crops, vegetables, and fruits 
were destroyed in fields and villages in the region. About 10 villages were left 
without electric supply for more than 12 hours after the storm. Many houses 
were flooded. 

There is less available data for damage related to the passage of the third 
storm over the Western Rhodopes. This is mainly due to the sparse network of 
weather stations and the small number of settlements in the area. The peak of the 
storm was over the mountainous woodland. Nevertheless, the hailstorm was 
registered by three meteorological stations (rain gauges) in the region. There 
were also a few damage reports from Devin, where heavy rain (30 mm per 2 
hours) caused local floods. 

7. Conclusions 

This study shows the splitting of convective cells over West Bulgaria on July 8, 
2014, which was detected on S-band and C-band Doppler radar and satellite 
images. Three supercell storms formed and developed over Bulgaria on that day. 
One of them (over Montana) exhibited anticyclonic rotation.  

Thermodynamic analysis showed high instability of the atmosphere on July 
8, 2014. CAPE reached extreme instability values (CAPE > 2500 J kg–1) 
pointing to strong updraft – a precondition for severe hail formation. Highly 
negative LI (between –5.6 ºC and –7.1 ºC) conformed to the same conclusion. 
Wind shear indices were in line with the existence and evolution of the 
supercells. The BRN index was 57 m2 s–2 (SC Sofia), 30 m2 s–2 (SC Montana), 
and 18 m2 s–2 (SC Velingrad). The values of SRH0-3 concerning the 
environments of the three examined supercells were higher than the threshold of 
100 m2 s–2 for the supercell development. The shapes of wind hodographs at low 
levels of 0–6 km matched a wind pro�le that would support rotating convection.  

The radar signatures illustrated, that during the hailfall, VIL was greater 
than 65 mm and was linked to reflectivity larger than 65 dBZ near the surface. 
The area of radar reflectivity factor of 60 dBz reached a height higher than the  
–20 °C isotherm and lasted for 90 minutes, which confirms the criterion of Blair 
et al. (2011) for the existence of giant hailstones. Hailstones with sizes up to 
10 cm of diameter were registered. VILD had values higher than 3 g m–3, which 
is the threshold for severe hail obtained for Bulgaria (Dimitrova et al., 2013). 
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They lasted for more than 1 hour. TBSS was observed about 30 minutes before 
severe hail fell on ground in all of the 3 analyzed supercell cases. The values of 
the horizontal wind shear (combination of the so-called radial shear and the 
azimuthal shear) for the Sofia supercell were above 14 m s�1 km�1.  These values 
exceeded the threshold of 8 m s�1 km�1 (Holleman, 2008), for the existence of 
microburst.  

The hailstorm of July 8, 2014 in Sofia has been the strongest in terms of 
both duration and strength for the last 75 years – according to national weather-
data archives. The damage to infrastructure, buildings, and vehicles was 
extreme. One man was killed by a falling tree. The insurance claims, after the 
Sofia hailstorm, were worth more than 120 million Euros.  

The WRF-ARW numerical model successfully simulated the convective 
processes, but, because of the lower intensity of the dynamic processes in the 
model, the convective flows formed slowly, and this resulted in a delay of the 
formation of the simulated convection cells, which also had lower intensity 
compared to the real ones. Due to the small size of the initial convective cells, 
the model failed to simulate well the initial stages of their evolution. 
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Abstract⎯ Parametric methods (linear trend, t-test for slope) for analyzing time series are 
the simplest methods to get insight to the changes in a variable over time. These methods 
have a requirement for normal distribution of the population that can be a limit for 
application. Non-parametric methods are distribution-free methods, and investigators can 
have a more sophisticated view to the variable tendencies in time series. 144-year-long time 
series of precipitation data measured at the meteorological station in Keszthely, Hungary 
(latitude: 46°44�, longitude: 17°14�, elevation: 124 m above Baltic sea level) were analyzed 
by Mann-Kendall trend test for detecting tendencies in the time series. Sen’s slope 
estimator was applied to estimate the slope of the linear changes. In average, 44 mm decline 
can be shown for 100 years in the annual sum, 29.7 mm and 25.7 mm in the precipitation 
sum of spring and autumn (in 100 years), respectively. The rainfall sum of winter increased 
by 15.4 mm. Sums of April, May, and October declined by 10.8 mm, 13 mm, and 20.9 mm, 
respectively, according to one-tailed Mann-Kendall tests. These results were compared to 
the previous results of the authors carried out by parametric methods. Results of two-tailed 
tests of parametric and non-parametric methods are easily comparable. Parametric method 
(linear trend) proved significant decreasing tendencies for spring, April, and October. Non-
parametric Mann-Kendall tests show significant declining tendencies for spring, autumn, 
and October. 

 
Key-words: Kendall’s tau, Mann-Kendall trend test, Sen’s slope estimator, precipitation 

changes, Keszthely, Hungary 
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1. Introduction 

Climate change is one of the problems that mankind should face in the 21st century. 
According to the last IPCC report (2013), human role in the process has no doubt 
(95% is the probability that human influence has been dominant on the present 
changes of climate system). Climate change will probably affect all parts of the Earth, 
and in the center of Europe, the Carpathian Region will be influenced as well. In 
some cases, the volume and direction of the changes in climate model simulations 
are uncertain. Hydrological cycle is an element of the climate system that is expected 
to change, and the signs of these amendments can already be detected. Precipitation 
in average over mid-latitude land areas of the Northern Hemisphere has increased 
from 1901 (medium confidence) according to IPCC AR5 (2013). Heavy 
precipitation events and increase in intensity and frequency of rainfall are very likely 
(90% probability) over mid-latitude land masses (IPCC, 2013). Precipitation 
strongly influences the water cycle from local to global scales. Any modification in 
the amount or distribution of rainfall has significant impact on the water availability, 
and therefore, water management. Hungary, which occupies the middle of the 
Carpathian-Basin, has long-experienced significant temporal and spatial variations 
in precipitation. In recent decades, due to the hardships faced by the state complying 
with decreasing rainfall amount, studies related to precipitation events are extremely 
beneficial. 

The prediction of the effects of climate change on the Carpathian Region 
(including Hungary) requires regional climate scenarios with adequate temporal and 
spatial resolution, capable of translating global phenomena to a local scale. Bartholy 
et al. (2004) applied regional models to estimate the regional effects of climate 
change in the Balaton Lake – Sió Canal catchment area, using ECHAM/GCM 
outputs. This catchment area (which also includes Keszthely meteorological station) 
is one of the most vulnerable regions in Hungary because of its economical and 
touristic importance and unique treasure of nature. According to Bartholy et al. 
(2005), the amount of precipitation will decline by 25–35% in the summer half-year 
and by 0–10% in the winter half-year on the Balaton Lake – Sió Canal catchment 
area. The regional model runs for the Carpathian Basin (RCMs) using the A2 and B2 
global emission scenarios of the IPCC AR4 (2007), expect more than 2.5 and less 
than 4.8 °C temperature rise for all seasons and both scenarios (Bartholy et al., 2007). 
A 20–33% decrease in precipitation is predicted for the summer half-year and there 
is high uncertainty for the rainfall for the winter half-year (Bartholy et al., 2007). The 
earlier results of the authors harmonizes with their latest projection carried out in the 
PRUDENCE European Project’s model application (Bartholy et al., 2009). These 
statements were enhanced by Bartholy et al. (2008) and by the Hungarian 
Meteorological Service (OMSZ, 2010) according to further regional climate model 
simulations. Pongrácz et al. (2011) and Kis et al. (2014) communicated similar 
results for projection of the future climate in Hungary. Pongrácz et al. (2014) project 
significant increase in drought-related indices in summer by the end of the 21st 
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century. Bartholy et al. (2015) examined precipitation indices and project that 
frequency of extreme precipitation will increase in Central Europe, except of 
summer, when decreasing tendency is very likely. For the tendencies of the past, 
Szalai et al., (2005) stated that the annual precipitation amount decreased by 11% 
between 1901 and 2004, according to the analysis of the Hungarian Meteorological 
Service. The biggest decline could be experienced in spring; it was 25% for the above 
mentioned period. Bodri (2004) suggested that slow decrease of precipitation with a 
noticeable increase in precipitation variability are characteristic for the 20th century. 
While the northern and western part of Europe gets more precipitation in parallel 
with the warming tendency, Hungary, similarly to the region of the Mediterranean 
Sea, gets less rainfall. The water balance has deficit, since the difference between 
water income and outflow is increasing. Between 1901 and 2009, the highest 
precipitation decline over the territory of Hungary occurred in the spring, nearly 20% 
(Lakatos and Bihari, 2011). Bartholy and Pongrácz (2005, 2007, 2010) examined 
several precipitation extreme indices and suggested that regional intensity and 
frequency of extreme precipitation increased in the Carpathian Basin in the second 
half of the last century, while the total precipitation decreased. 

The goal of this study is to analyze the long-term data series of the 
meteorological measurements of precipitation amount at the meteorological station 
at Keszthely, Trans-Danubia, Hungary (N 46°44’, E 17°14’, Fig. 1) from the point 
of view of climate and statistics. Our aim is to analyze the dataset by non-parametric 
methods and compare the results to our previous findings derived from parametric 
time series analyses. A non-parametric method, the Mann-Kendall trend test, that 
was applied in this research, is widespread for analyzing meteorological (such as 
precipitation sums) and hydrological data. The Sen’s slope estimator was applied as 
non-parametric method for determining the slope of the tendencies. 

 

 
Fig. 1. Catchment area of the Balaton Lake.  

(source: website of the Hungarian Water Inspectorate)  
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Several examples can be found in the literature for application of the Mann-
Kendall trend test, e.g., Patle and Libang (2014) argued on trend analysis of 
annual and seasonal rainfall the northeastern region of India, Salmi et al. (2002) 
analyzed the trends of atmospheric pollutants in Finnland. Meteorological 
applications can be read in Rahman and Begum (2013), who determined trends of 
rainfall of the largest island in Bangladesh. Ganguly et al. (2015) investigated the 
tendencies of rainfall in Himachal Pradesh (state in North India) between 1950 
and 2005. Gavrilov et al. (2015a, 2015b, 2016) examined trends of air temperature 
by Mann-Kendall test in Vojvodina, Serbia. Salami et al. (2014) applied this non-
parametric trend test for the analysis of hydro-meteorological variables in Nigeria. 
Mapurisa and Chikodzi (2014) made an assessment of trends of monthly and 
seasonal rainfall in Southeast Zimbabwe. Karmeshu (2012) investigated the 
temperature- and precipitation changes in the northeastern part of United States. 
Hydrological utilization is given by Hamed (2008). Burn and Hag Elnur (2002) 
estimated the trends and variability of 18 hydrological variables by Mann-Kendall 
trend test. Hirsch et al. (1991) used the method for investigation of stream water 
quality. 

2. Data and methods 

Monthly amounts of precipitation were analyzed from 1871 to 2014 measured at 
the beginning in the territory of the ancient Georgikon Academy of Agriculture at 
Keszthely, then at the meteorological station of the Hungarian Meteorological 
Service. The dataset was provided by the Department of Meteorology and Water 
Management of University of Pannonia Georgikon Faculty (Keszthely). This 
dataset is special, because few stations in Hungary have continuous measurements 
of more than 140 years with detailed historical background (Kocsis and Anda, 
2006). The dataset was analyzed in three sessions: annual amounts, seasonal 
amounts and monthly precipitation sums. Seasons of temperate climate were 
performed as common in meteorology, e.g., spring: March, April, May, etc. 

2.1. The Mann-Kendall trend test 

Mann-Kendall trend test is widespread in climatological and hydrological time 
series analysis, because it is simple and robust, it can cope with missing values 
and values under detection limit (Gavrilov et al., 2016). This non-parametric test 
is commonly used to detect monotonic tendencies in series of environmental data, 
too (Pohlert, 2016). This method has no requirement for the distribution of the 
population, as the regression method has a requirement for normal distribution. 
No assumption of the normality is required (Helsel and Hirsh, 2002). Hirsch et 
al. (1982) and Hirsch and Slack (1984) developed the method and introduced 
seasonal Mann-Kendall test for data that are serially dependent. Hamed and Rao 
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(1998) developed a modified Mann-Kendall test for autocorrelated data. Yue et al. 
(2002) investigated the power of the Mann-Kendall test in hydrological series. 

The Mann-Kendall trend test is based upon the work of Mann (1945) and 
Kendall (1975), and is closely related to the Kendall’s rank correlation coefficient. 
The methodology is introduced following the detailed descriptions given by 
Gilbert (1987) and Hipel and McLeod (1994) as follows: 

In case of determining the presence of monotonic trend in a time series, the 
null hypothesis (H0) of the Mann-Kendall test is that the data come from a 
population where random variables are independent and identically distributed. 
The alternative hypothesis (Ha) is that the data follow a monotonic trend over 
time. The Mann-Kendall test statistic is given as  

 
 
 � � ������� � �� !"#$�$��%� � #�&, (1) 
 

where j>k, and 
 

 �� !"#& � '(
) # * ��) # � ��
) # + �. (2) 

 
 

Kendall (1975) proved that S is asymptotically normally distributed with the 
following parameters (mean and variance):  

 ,-�. � � 
 /01-�. � 2!"! � 
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&"345 ( �&6$�� 78
9, (3) 
 
where p is the number of the tied groups in the data set, tj is the number of data 
in the jth tied group, and n is the number of data in the time series. 
 

Positive value of S means that there is an increasing trend, negative value of 
S means the opposite, there is a decreasing trend with time. It was proven that if 
the number of data is above 10, the standard normal variate Z can be used for 
hypothesis test:  
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During the hypothesis test, �=5% significance level was used in the two-
tailed and one-tailed tests as well, and statistical significance was determined. S 
is closely related to the Kendall’s rank correlation coefficient (�): 
 

 E � >FD, (5) 
 
where D is the possible number of data pairs from n members of the dataset: 
 
 G � H�IJ. (6) 
 

After detecting the non-parametric trend, the Sen’s slope estimator was 
applied. This is a non-parametric method that can calculate the change per time 
unit (direction and volume). Detailed description of the method is given by Sen 
(1968). Not only the value of the slope, but also the confidence interval was 
estimated under 1–�=95% probability level. 

SPSS 17.0 and Addinsoft’s XLSTAT (2016) was used for carrying out the 
computations. 

3. Results 

Our previous studies focused on linear trend approximation for analyzing the 
long-time series of precipitation measured at Keszthely station (Hungary) (Kocsis, 
2008; Kocsis and Anda, 2016). Results are summarized in Table 1. It can be stated 
that statistically significant changes could be detected by linear regression method 
with parametric test for the slope by two-tailed t-test for spring, and among the 
monthly data of April and October. Table 2 presents that the requirements for the 
normal distribution for the population are fulfilled, tested by the Kolmogorov-
Smirnov test for distribution. However, in some cases (February, March, July, and 
November), the distribution cannot be accepted as normal distribution according 
to p-value (�=5%). For this reason, non-parametric methods were used to analyze 
all the data set (annual sums, seasonal and monthly sums). 
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Table 1. Summary of the previous findings using linear trend and two tailed t-test for testing 
the significance of the slope 

 
 

Significant tendency in 100 years 
1871–2000 1871–2010 1871–2014 

(Kocsis, 2008) (Kocsis, 2015) (Kocsis and Anda, 2016) 
Changes in 
annual sum none none none 

Changes in 
seasonal sums Spring (–35 mm) Spring (–29 mm) Spring (–31.5 mm) 

Changes in 
monthly sums 

October (–26 mm) October (–25 mm) April (–14 mm) and 
October (–23.5 mm) 

 
 
 
 
 
 
 
 
 

Table 2. Results of the test of normal distribution  

Distribution (Kolmogorov-Smirnov test) 
H0: The sample follows a normal distribution 

Ha: The sample does not follow a normal distribution 
  Hypothesis accepted at �=5% p-value 

Annual sum H0 35.2% 
Spring H0 42.1% 
Summer H0 80.0% 
Autumn H0 53.1% 
Winter H0 91.0% 
January H0 34.7% 
February Ha 4.7% 
March Ha 3.6% 
April H0 5.3% 
May H0 28.6% 
June H0 75.2% 
July Ha 2.5% 
August H0 25.6% 
September H0 47.4% 
October H0 5.7% 
November Ha 3.1% 
December H0 7.1% 
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As the first step, the Kendall’s tau rank correlation coefficient was 
determined to show the sign of the relationship between time and the variables. 
Tau was first tested by the two-tailed test (Table 3). Significance level was stated 
at �=5%. In two-tailed tests, p-values proved significant negative relationships for 
spring, autumn, and among the monthly sums, for October.  
P-values of some other monthly sums were near to the limit, so one-tailed tests 
according to the sign of Kendall’s tau were also used. P-values in one-tailed tests 
show the presence of negative relationship in the annual sum, precipitation sums 
in spring, autumn, April, May, and October, and positive relationship for the 
winter (Table 3).  

 
 
 
Table 3. Values of Kendall’s rank correlation coefficient and their significance  

  

Kendall � 
Two-tailed test (��0) One-tailed test (�<0 or �>0) 

p-value p-value 
*significant at �=5% 

Annual sum –0.096 8.9% 4.5%* 
Spring –0.159 0.5%* 0.2%* 
Summer –0.036 51.9% 26.0% 
Autumn –0.112 4.6%* 2.3%* 
Winter 0.096 8.8% 4.4%* 
January 0.042 45.2% 22.6% 
February 0.063 26.1% 13.0% 
March –0.054 33.9% 16.9% 
April –0.107 5.7% 2.8%* 
May –0.104 6.4% 3.2% 
June 0.01 86.3% 43.1% 
July –0.018 74.4% 37.2% 
August –0.042 45.3% 22.7% 
September –0.054 33.4% 16.7% 
October –0.153 0.7%* 0.3%* 
November 0.012 83.4% 41.7% 
December 0.061 27.7% 13.9% 

 
 
 
Based on the Kendall’s tau (�), the Mann-Kendall trend test was used to 

detect monotonic trends in the time series. First two-tailed (Table 4) and then one-
tailed z-tests were applied according to the sign of the calculated S value, 
respectively (Table 5). Decision about the statistical significance was made using 



 

211 

empirical significance level (p-value) compared to �=5%. The two-tailed Mann-
Kendall test (with the alternative hypothesis that there is no trend in the time 
series) gave significant result for spring, autumn, and October in concordance 
with the results for the tests for �. Seasonally in spring and autumn, while among 
the months, in October the presence of significant monotonic trend could be 
found. One-tailed tests have an alternative hypothesis, that in the time series, a 
negative/positive trend is present according to the sign of computed S statistics, 
respectively. These tests gave the results in accordance to the one-tailed tests for 
�, as S and � statistics are related. According to p-values, significant declining 
trend can be experienced in the annual sum, precipitation sums in spring, autumn, 
April, May, and October, and increasing trend can be shown for the winter. 

 
 
 
 Table 4. Results of the two-tailed Mann-Kendall trend test 

Mann–Kendall trend test (two-tailed) 
H0: There is no trend in the series 
Ha: There is a trend in the series 

  Hypothesis accepted at �=5% p-value 

Annual sum H0 9.0% 
Spring Ha 0.5% 
Summer H0 52.1% 
Autumn Ha 4.6% 
Winter H0 8.8% 
January H0 45.3% 
February H0 26.1% 
March H0 33.9% 
April H0 5.7% 
May H0 6.4% 
June H0 86.4% 
July H0 74.5% 
August H0 45.4% 
September H0 33.5% 
October Ha 0.7% 
November H0 83.6% 
December H0 27.8% 
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Table 5. Results of the one-tailed Mann-Kendall trend test  

Mann-Kendall trend test (one-tailed) 
H0: There is no trend in the series 

Ha: There is a positive or negative trend according to the sign of S 
  Hypothesis accepted at �=5% p-value S 

Annual sum Ha 4.5% –983 
Spring Ha 0.2% –1633 
Summer H0 26.0% –373 
Autumn Ha 2.3% –1154 
Winter Ha 4.4% 988 
January H0 22.7% 435 
February H0 13.1% 651 
March H0 17.0% –554 
April Ha 2.8% –1103 
May Ha 3.2% –1073 
June H0 43.2% 100 
July H0 37.3% –189 
August H0 22.7% –434 
September H0 16.8% –559 
October Ha 0.3% –1568 
November H0 41.8% 121 
December H0 13.9% 629 

 
 
 
 
 
 
The Sen’s slope estimator was used to determine the slope of the trend (linear 

change per time unit). Confidence interval is also given for the slope. This interval 
contains the real value of the slope of the tendency in the population by the 
probability of 95% (Table 6). According to the one-tailed Mann-Kendall test, the 
decreasing tendencies are the follows for 100 years on average: the annual sum 
decreased by 44 mm, the precipitation sum of spring and autumn declined by 29.7 
mm and 25.7 mm, respectively. The rainfall sum of winter increased by 15.4 mm. 
Sums of April, May, and October declined by 10.8 mm, 13 mm, and 20.9 mm, 
respectively. 
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Table 6. Values of the Sen’s slope and their confidence interval  

  Sen' slope 

Lower Upper 

boundary of the confidence interval at 1–�=95% probability 
level 

Annual sum –0.444 –0.703 –0.207 
Spring –0.3 –0.396 –0.2 
Summer –0.095 –0.231 0.046 
Autumn –0.26 –0.38 –0.148 
Winter 0.156 0.075 0.23 

January 0.028 0 0.063 

February 0.047 0.008 0.089 

March –0.043 –0.082 0 

April –0.109 –0.163 –0.059 

May –0.131 –0.192 –0.067 

June 0.013 –0.063 0.08 

July –0.022 –0.098 0.036 

August –0.068 –0.139 0.011 

September –0.074 –0.13 –0.002 

October –0.211 –0.274 –0.144 

November 0.012 –0.041 0.073 
December 0.05 0.005 0.095 

 
 
 
 
 

4. Discussion 

Parametric methods (linear trend, t-test for slope) for analyzing time series are the 
simplest methods to get insight to the changes of a variable over time. These 
methods have a requirement for normal distribution of the population that can be 
a limit for application. Non-parametric methods are distribution-free methods, and 
researchers can have a more sophisticated view to the changing tendencies. Our 
previous results can be accepted, but the Mann-Kendall trend test proved other 
signs of precipitation changes at the examined meteorological station. One-tailed 
Mann-Kendall trend tests gave the evidence that decreasing tendencies can be 
statistically proven in the annual sum by 44 mm for 100 years on average, in the 
precipitation sum of spring and autumn by 29.7 mm and 25.7 mm, respectively. 
The rainfall sum of winter increased by 15.4 mm. Sums of April, May, and 



 

214 

October declined by 10.8 mm, 13 mm, and 20.9 mm, respectively. These results 
are parallel to the literature in the direction of the precipitation changes, but are 
not clearly in accordance regarding the volume of the changes estimated for the 
region of the examined meteorological station (Keszthely, Trans-Danubia, 
Hungary). Results of two-tailed tests of previous parametric and recent non-
parametric methods are easily comparable. Parametric method (linear trend) 
proved significant tendencies for spring, April, and October (deceasing 
tendencies). Two-tailed non-parametric Mann-Kendall trend tests show 
significant tendencies for spring, autumn, and October (declining trends). 
Advantage of the non-parametric methods, that is fewer requirements for 
application, and the results derived from this research are more consistent with 
the literature. Declining tendencies of precipitation sums in spring and autumn 
possibly have unfavorable effect on the water-budget of the soil and Balaton Lake. 
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