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Abstract⎯ Nowadays, the use of probabilistic modeling for the design of engineering 
structures is becoming more and more widespread due to the advances in computer 
technology. In order to have a comprehensive picture about a meteorological phenomenon, 
e.g., wind actions on structures, uncertainties must be taken into account. From structural 
engineering and practical points of view, the effect of the length of short time series 
available for the analysis on the final results can be interesting to define a minimum 
observation-length. In this way, the real condition at the site can be utilized to assess wind 
loading effects on the structure. 

This paper deals with the effect of uncertainties associated with the parameter 
estimation and threshold selection. A four-year record of wind speed data of Sz dliget is 
analyzed, and these results are compared with the results of neighboring sites, Penc, and 
Budapest. The peak over threshold (POT) method with maximum likelihood estimation are 
selected to obtain the basic wind velocity. The suitable threshold is chosen using an 
automatic threshold selection approach. 

According to our results, the applied automated threshold selection method provide 
reliable results, and it is simple and computationally inexpensive. This method may reduce 
associate errors of threshold selection in the future. It was found that at least approximately 
100 realizations should exceed the specified threshold to earn reliable results. It means that  
1–1.5-year and 4-year records of wind speeds are necessary for statistical inference in case 
of weakly dependent observations and for statistically independent events, respectively. 
 
Key-words: extreme wind speed, basic wind velocity, generalized Pareto distribution, 
automated threshold selection, parameter estimation uncertainty 
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1. Introduction 

Most design codes are based on the semi-probabilistic partial factor method, 
where design values should be conservative estimates. However, the advances in 
computer technology suggests the introduction of alternative design procedures 
based on fully probabilistic approaches and simulation techniques. This has led to 
the development of a promising design methodology, the Performance-based 
Wind Engineering (PBWE). The PBWE was first published in 2004 (Paulotto et 
al., 2004), that paper provides a general framework for these investigations. After 
that, the major parameters and uncertainties were summarized in Ciampoli et al. 
(2011), Petrini and Ciampoli (2012), and Tessari et al. (2017). These publications 
help to understand of many aspects of structural behavior and its modeling. A cell 
tower equipped with wind speed (and strain) sensors in Sz dliget (Central 
Hungary) is selected as the subject of this research, which is used as a radio tower. 
According to the experience of expert engineers and our observations, the 
utilization of the structure can be even smaller with precise modeling of wind 
load, thus, more antenna can be placed on the structure. The aim of the present 
study is to determine the point estimate and the parameter estimation uncertainty 
in the environmental field in case of Hungarian climate. 

A lattice tower can be used as an electricity transmission tower (especially 
for voltages above 100 kilovolts), as a radio tower (a self-radiating tower or as a 
carrier for aerials), or as an observation tower. As reported in Ducloux and 
Figueroa (2016), the structural behavior and response of a tangent suspension 
tower and a radio tower are quite different. Furthermore, major international wind 
codes and standards were compared in previous studies to identify the differences 
and similarities between them Kwon and Kareem (2013), Lungu et al. (1996), and 
Gatey and Miller (2007). One of the main conclusions is that alongwind responses 
are fairly consistent in the codes/standards, but there are discrepancies in 
acrosswind responses. Moreover, most of these codes use the global method, i.e., 
the solidity ratio and global shielding factors. Although this approach is very 
effective for conventional structures, it is difficult to apply for atypical 
configurations. As recommended by Prud'homme et al. (2018), an empirical local 
method could be used to determine the wind loads in such a case. Their approach 
is based on the reduction of wind velocity in a turbulent wake accounting the 
shielding effect on each member. 

Future extreme wind speeds should be considered in a reliable design. The 
available techniques to determine the 50-year return period wind speed was 
reviewed and summarized in Palutikof et al. (1999) and Cooley (2016). In this 
paper, the measured data of a 50-meter-high steel structure antenna tower 
equipped with wind speed sensors is analyzed and compared to the data provided 
by the Hungarian Meteorological Service (OMSZ). The fundamental value of the 
basic wind velocity defined at 10m above ground of terrain category II 
(EN 1991-1-4 (2010) and EN 1990 (2002)) is determined. 
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2. Measured data 

The data from the abovementioned antenna tower was provided by Hungarian 
Telekom Telecommunications Plc.. The wind speed was measured for the period 
between August 2011 and March 2015, with a sampling interval of 0.9 s at 25 m, 
and 50 m height above ground. The lattice tower 
is located in Sz dliget, and the nearest meteorological station is in Penc. To 
identify terrain categories, the map is shown in Fig. 1. Terrain category III are 
chosen for both sites. The following data from Penc and Budapest were provided 
by the OMSZ: 

• 1999–2017 annual maxima of 10 minutes mean wind velocity, 

• 2012–2017 daily maxima of 10 minutes mean wind velocity, 

• 1998–2017 annual maxima of wind gusts. 
 
 
 

 
Fig. 1. Map and terrain category of Sz dliget and Penc. 
 
 
 
The time series records of maxima for 3 and 7 days are shown in Figs. 2 and 3. 
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Fig. 2. Time series plot of 3-day maxima of wind speed measured at Sz dliget. 

 

 

  
Fig. 3. Time series plot of 7-day maxima of wind speed measured at Sz dliget. 

 

 

3. Applied methods 

3.1. Independent events 

First, an autocorrelation analysis is adopted to obtain the dependencies among the 
data and determine statistically independent events. A previous paper (Liu et al., 
2016) deals with repeating patterns and wind characteristics. Since an obvious 
daily periodicity of the change rate was recognized, the maxima for 3 and 7 days 
are analyzed in this study. This selection results in 441 and 189 data, respectively. 
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In case of the 3-day maxima, the presence of a slight periodicity was identified in 
the autocorrelation function of the stochastic time series (Fig. 4). However, the 
autocorrelation function of maxima for 7 days verifies the statistically 
independences of events clearly (Fig. 5). The detailed results for the 7-day 
maxima are presented in Section 4. 
 
 

 
Fig. 4. Autocorrelation function of maxima for 3 days. 

 

 
Fig. 5. Autocorrelation function of maxima for 7 days. 

 

 

3.2. Extreme value theory 

According to the classical extreme value theory (Fisher and Tippett, 1928; 
Gnedenko, 1943), the distribution of extreme wind speeds has an asymptotic limit. 
Moreover, the only possible limit F is the generalized extreme value distribution 
(GEV), which has the following cumulative distribution function (CDF): 
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, , = 1 + 0
= 0,  (1) 

 
where , , and  are the shape, scale, and location parameters, respectively. The 
shape parameter determines the type of the distribution. The three distributions 
are Gumbel (  = 0), Fréchet (  > 0), and Weibull (  < 0), also known as type I, II, 
and III extreme value distributions. The Fréchet distribution has a lower limit and 
the Gumbel distribution is unlimited which results unlimited values as the return 
period increases. Thus, the Weibull distribution can be more appropriate to model 
extreme wind speeds for geophysical reasons (Holmes and Moriarty, 1999, 2001; 
Cook and Harris, 2001). The fundamental value of the basic wind velocity of 
Hungary has been determined using Gumbel distribution. However, the Joint 
Committee on Structural Safety recommends Weibull distribution in the 
Probabilistic Model Code. 

A traditional approach of applying classical extreme value theory is the 
method of annual maxima. A major drawback of this approach is the data 
reduction, therefore, the wind measurement must be long. Cook (1985) advises 
that at least 20 extremes should be used to determine reliable results. To improve 
the efficiency, three main techniques have been developed: block method, peaks-
over threshold (POT) method, and method of independent storms (MIS). In this 
study, we focus on the POT method, which is based on a conditional distribution, 
i.e., the exceedances over a specified threshold. The generalized Pareto 
distribution (GPD) is the asymptotic distribution to model the tails of the 
generalized extreme value (GEV) distribution under certain condition 
(Pickands III, 1975). Several papers deal with the application of GPD to extreme 
value analysis (Holmes and Moriarty, 1999, 2001; Cook and Harris, 2001). The 
CDF of the GPD is 

 

, , = 1 1 + 01 = 0,  (2) 

 
where , , and  are the shape, scale, and location parameters, respectively. The 
shape parameter  of the GPD is the same as for the GEV (Pickands III, 1975). The 
threshold selection has a great influence on the result, and it is a compromise between 
bias and variance. While the variance decreases and the bias increases with lower 
threshold, higher threshold results that the bias decreases and the variance increases. 
The performance of threshold selection on visual basis is widely used, e.g., mean 
excess plot (or mean residual life plot; by plotting the mean of the excesses over the 
selected threshold against the wind velocity) which may cause associate errors. 
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3.3. Automatic threshold selection method for GPD 

An automatic threshold selection method was proposed in (Thompson et al., 
2009), which was implemented in this study. This automated technique is simple 
and computationally inexpensive. They recommend that the suitable values of 
thresholds (uj, j = 1…,n) should be chosen between the median and the 98% 
quantile of the data (unless fewer than 100 values exceed it). Let us define 
 = , = 1,… , , (3) 
 
where the differences 
 , = 2, … , , (4) 
 
should approximately follows normal distribution with zero mean. 

3.4. Wind velocity profile 

Finally, since available wind time series are measured at different heights, a 
conversion is required. The logarithmic law is utilized for wind velocity profile to 
calculate the basic wind velocity at 10 m height: 
 = 0.4 , (5) 

 
where u* is the friction velocity, z is the height of interest, and z0 is the roughness 
length. 

4. Results and discussion 

4.1. Traditional graphical diagnostics 

The decreasing behavior of the mean excess plot (Fig. 6) indicates lighter tail 
(shape parameter  < 0). The conditional distribution is in the domain of attraction 
of GPD if the mean excess plot follows a straight line. Hence, one should select 
the proper threshold beyond the graph appears to be linear. In this case, linearity 
occurs between 7 and 12. The dotted lines indicate the upper and lower 95% 
confidence intervals. 
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Fig. 6. Mean excess plot of the maxima for 7 days and the associated 95% confidence 
envelope. 

 
 
 

Six estimation methods were considered and compared in Kang and Song 
(2017). Two methods are based on the maximum likelihood estimation (MLE), 
three methods are based on the nonlinear least squares (NLS), and the last one is 
the Hill estimator. They found that the MLE performs well and better than the 
others in most cases. However, the MLE only hold when  > –0.5 (Cooley, 2016). 
Therefore, the estimated parameters were calculated using MLE.  

Furthermore, the suitable threshold can be selected with the help of shape 
and scale parameter plots presented in Figs. 7 and 8. One should find the point 
where the shape parameter is constant (approx. 11–13) and the scale parameter is 
linear (about 7–13). 

 
 
 

 

Fig. 7: Shape parameter for 7-day maxima. 
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Fig. 8: Scale parameter for 7-day maxima. 
 
 

4.2. Automatic threshold selection for GPD 

The differences uj - uj-1 are calculated (Fig. 9) and the Pearson's chi-square test is 
used to establish whether or not the observed differences follow a normal 
distribution with zero mean. The red vertical line indicates the automated 
threshold selection choice of 11.73 m/s. 
 
 
 

  
Fig. 9. Graph of the differences uj - uj-1 for 7-day maxima. 
 
 
 
Fig. 10 shows the empirical and fitted cumulative distribution functions. 

Although the case of  < 0 (belongs to Weibull distribution) would be more 
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appropriate, the case of  = 0 (Gumbel distribution) can be considered to be on the 
safe side (results greater basic wind velocity). 

 
 
 

 
Fig. 10. Empirical and fitted cumulative distribution functions. 
 
 
 
The quantile plot (Fig. 11) shows the quantiles of resampled estimates versus 

theoretical quantiles from a normal distribution. Hence, one can check that the 
estimated parameter follows the normal distribution, and the delta method (Coles, 
2011) can be applied. This quantile plot indicates that the fitted GPD model is 
satisfactory. 

 
 
 
 

 
Fig. 11. Quantile plot. 
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4.3. Wind return level plot 

After the parameter estimates were determined, the wind speed for a return period 
is calculated from the GPD as 
 

= + 1 0ln 1 = 0, (6) 

 
where R is the return period. In this research, 95% confidence intervals were 
calculated using the delta method. The wind return period is obtained with the 
estimated shape parameter (Fig. 12) and zero shape parameter Fig. 13 as well, and 
it is plotted with a logarithmic scale for the horizontal axis. In these plots, the 
bounded and unbounded behavior of the two distributions can be clearly seen. 
 

  
Fig. 12: Wind return plot,  < 0. 

 
Fig. 13: Wind return plot,  = 0. 
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The  = 0 shape parameter yields 17% greater basic wind velocity than the 
estimation of  < 0. The range of 95% confidence intervals of the 50-year return 
period wind velocities are about 7% and 13% of the associated point estimate for 
3- and 7-day maxima, respectively. Certainly, this value is increasing with 
increasing return periods. 

4.4. 4.4 Basic wind velocity and parameter estimation uncertainties 

The maximum likelihood estimations and the 95% confidence intervals of the 
50-year return period for 3- and 7-day maxima of 10 min mean wind speed 
measured at 10 m height are shown in Fig. 14. The detailed results (e.g., number 
of observations) can be found in Appendix A, Tables A.1 to A.5. The automated 
threshold selection choices are 11.93 m/s and 11.73 m/s for 3- and 7-day maxima, 
respectively. 
 
 

 
Fig. 14: Point estimates and confidence intervals of wind extremes for Sz dliget. 

 
 
 
While the point estimate calculated by shape parameter  = 0 decreases with 

increasing threshold, maximum likelihood estimations calculated by shape 
parameter  < 0 increases with increasing threshold due to the decreasing shape 
parameter. Moreover, the increasing confidence interval can be clearly seen. 

Nevertheless, in case of threshold of 8 m/s for 7-day maxima, bias was 
observed in the quantile plot. Reliable results are obtained in the range of 8.5 m/s 
and 12.5 m/s for 3-day maxima, 10.5 m/s and 13 m/s for 7-day maxima. Although 
there are only small differences (max 5%) between estimations with shape 
parameter  < 0 of the 3- and 7-day maxima, the differences of these estimates 
with shape parameter  = 0 are statistically significant (4 –25%). The range of 
95% confidence intervals are about 7–10% of the associated point estimates. 
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Furthermore, instantaneous wind speeds are analyzed to make simple 
comparison between the two cases (Fig. 15). It is transformed to the basic wind 
velocity (10 min mean) by the exposure factor provided by Eurocode 1991-1-4 
(EN 1991, 2010). Similar consequences can be stated for these results, and the 
two calculations are in good agreement. The estimated basic wind velocity 
calculated from 10 min mean wind data and instantaneous wind speeds are 18.0–
21.1 m/s and 17.2–21.7 m/s, respectively. The automated threshold selection 
choices are 15.37 m/s and 17.75 m/s for 3- and 7-day maxima. 

 
 

 
Fig. 15: Point estimates and confidence intervals of wind extremes for Sz dliget  
(1s measured values are converted to 10 min mean). 

 
 

In case of Penc, wind speeds with estimated 50-year return period are much 
lower than the estimates for Sz dliget (about 30%). Moreover, these values 
(12-16 m/s) are also substantially lower than the basic wind velocity of Hungary 
(23.6 m/s). The automated threshold selections are 5.42 m/s 7.16 m/s for 3- and 
7-day maxima, respectively. For Penc, the range of 95% confidence intervals are 
about 4-5% of the associated point estimates due to the higher number of 
observations and lower estimated values (Fig. 16).  

The assessed basic wind speed of Budapest is in good agreement with results 
of Sz dliget. The automated choices are 11.22 m/s and 10.93 m/s for 3- and 7-day 
maxima, respectively. The range of 95% confidence intervals of these 50-year 
return period wind velocities are about 5% and 14% of the associated point 
estimate for 3- and 7-day maxima, respectively. The  = 0 shape parameter yields 
approximately 20% greater basic wind velocity than the estimation of  < 0. The 
result of the 3- and 7-day maxima data are quite equivalent for  < 0. A previous 
study (Rózsás and Sýkora, 2016) investigated the probabilistic modeling of basic 
wind speeds for Budapest based on Carpatclim data covering a 50-year 
observation period. Although, the point estimates of 20.9–21.4 m/s are obtained 
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using the POT method, the uncertainty interval is narrower due to the greater 
sample size (3–4 times more observations). 

 
 

 
Fig. 16. Point estimates and confidence intervals of wind extremes for Penc. 
 
 
Moreover, 20 years of annual maxima are analyzed using the classical GEV 

method for Penc and Budapest as it was suggested in Cook (1985). However, 
discrepancies were found in these results. Basic wind velocities calculated from 
10 min mean annual maxima (see Table A.3) are slightly greater (differences are 
12–15%, about 2 m/s) than results calculated using the POT method, but still 
lower than the basic wind velocity of Hungary. Nevertheless, wind extremes 
calculated from instantaneous wind speeds are much greater (differences are 
30-94%) and these values are also greater than the fundamental basic wind 
velocity of Hungary.  

 
 

 
Fig. 17: Point estimates and confidence intervals of wind extremes for Budapest 
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5. Concluding remarks 

Eurocodes are based on the limit state concept used in conjunction with a partial 
factor method, where the basic variables (i.e., actions, resistances and geometrical 
properties) are given through the use of partial factors and design values (1990, 
2002). If one would like to apply alternative design procedures based on fully 
probabilistic approaches, uncertainties must be taken into account. From 
structural engineering point of view, the effect of the length of short time series 
available for the analysis can be interesting to define a minimum observation-
length, i.e., minimum number of realizations or exceedances. 

In this study, uncertainties associated with the parameter estimation of the 
50-year return period wind velocity was assessed using frequentist statistical 
approach. This uncertainty is quantified by 95% confidence intervals. The peak 
over threshold (POT) method with maximum likelihood estimation are applied to 
analyze a four-year record of wind speed data. The threshold selection may have 
a great influence on the result, and it is a compromise between bias and variance. 
In this paper, the suitable threshold for the POT method is chosen using an 
automatic threshold selection approach. The following statements are valid for the 
dataset under consideration, since different climatic conditions can cause different 
behavior. 

The applied automated threshold selection method provides reliable results 
in our case. All automated threshold choices are in the linear range in the mean 
excess plot, i.e., in the domain of attraction of the GPD. This automated method 
is simple and computationally inexpensive, and it may be able to reduce associate 
errors of threshold selection in the future. It was found that at least 100 realizations 
should exceed the specified threshold to earn reliable results. It means that 1–1.5-
year and 4-year records of wind speeds are necessary in case of weakly dependent 
observations and for statistically independent events, respectively. The range of 
95% confidence intervals are about 7–10% of the associated point estimates in 
case of about 100 exceedances. This confidence intervals reduce to 3–5% when 
the number of exceedances increases by 2–3-times.  

The GPD with shape parameter  = 0 yields about 10–20% greater 50-return 
period wind speeds than with  < 0. The former one is unbounded and 
conservative. The difference between point estimates calculated using the shape 
parameter  < 0 with various thresholds is approximately 0.1–5% and the 
difference is 3–12% for  = 0. Thus, the effect of number of realizations and the 
determination of independent events have greater influence on the results of shape 
parameter  = 0. According to present results, more than 20 extremes should be 
used for the classical GEV method to obtain reliable results. While basic wind 
velocities of GPD with  = 0 approximate the standard basic wind velocity of 
Hungary (23.6 m/s), wind velocities of GPD with  < 0 are also substantially lower 
than the standard value. 
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However, the effect of parameter estimation uncertainty in extreme wind 
speeds on the assessed reliability index should be investigated later to see its 
influence on the final result. If this impact is considerable, then this uncertainty 
should be taken into account in the model. 
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Abstract The dependence of the influence of extreme climate conditions on the 
variability of forest fires in the Timo ka Krajina region of northeastern Serbia was 
studied. The impact of extreme conditions was investigated with extreme climate indices 
using air temperature, relative humidity, and precipitation measured at three 
meteorological stations in northeastern Serbia. The De Martonne index was used to 
analyze climate conditions as a measure for aridity. The study analyzes trends in extreme 
climate indices with an emphasis on the two contrasting years, 2012 and 2014, and 
compares them to the baseline period 1961–1990. The year 2012 was very warm and dry, 
while 2014 was one of the wettest recorded in Serbia. There was an increase (decrease) in 
warm (cold) temperature indices. Non-significant increases in extreme precipitation 
indices were observed, while the number of precipitation events greater than 1 mm 
decreased, as did relative humidity. 

Ångström index values were used as an index for assessing the risk of forest fires. 
These indices were analyzed and a correlation between them and forest fires in 
northeastern Serbia was established. The aridity index was low during the years 2012, 
2011, and 2017, correlating with the large number of forest fires. High values of the 
Ångström index in 2013 and 2014 were associated with a minimum number of registered 
forest fires. As an improved indicator for the number of forest fires, the modified 
Ångström index using daily maximum temperature is proposed. 

pKey-words: extreme climate indices, air temperature, precipitation, forest fires, 
Key-words: extreme climate indices, air temperature, precipitation, forest fires, Timo ka 
Krajina region, Serbia 
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1. Introduction 

There is a general agreement that changes in the frequency or intensity of 
extreme weather and climate events will have profound impacts on both human 
society and natural environment (Easterling et al., 2000). Every region of the 
world is already experiencing extreme events (e.g., Yan et al., 2002; Bartholy 
and Pongrácz, 2007; Santos et al., 2011; Finkel and Katz, 2018). 

Forest resources are becoming increasingly sensitive to extremes and 
climatic conditions. The interest of the competent services for the protection of 
forests from fires usually focuses on extreme indicators of fire danger. The 
territory of Serbia is exposed to extreme climate conditions, which are more 
pronounced in the 21st century (Vukovi  et al., 2018). The Fourth Assesment 
Report (AR4) from the Intergovernmental Panel on Climate Change (IPCC, 
2007) defines an extreme event as rare at a particular place and time during the 
year. The implications of extreme climatic events depend on their intensity, 
duration, and frequency of occurrence. Heat waves, droughts, and storms can 
have a devastating and a wide range of impacts on forest resources. Fire danger 
is greater if the dry season is longer, especially during periods when the air 
temperature is extremely high. Many studies (e.g., Moritz, 2003; McKenzie et 
al., 2004; Keeley, 2004) indicate that prolonged drought combined with extreme 
weather conditions, such as high air temperature, wind speed, and low relative 
humidity, often lead to fires. Drought is relatively common in the northeastern 
region of Serbia (Aleksi  et al., 2004) and it increases the risk of fires of 
combustible materials. Applying the De Martonne aridity index for 26 
meteorological stations in central Serbia, Radakovi  et al. (2018) showed that 
humidity decreases towards the east. Vegetation drying that reduces the 
moisture content in fuel material creates conditions favorable for the occurrence 
and spread of fire (Živanovi , 2017). Studies from domestic and foreign authors 
(Popovi  et al., 2005, 2008; Kadovi  and Medarevi , 2007; Seidling, 2007; 
Carnicer et al., 2011; De la Cruz et al., 2014) suggest that the impacts of 
climate change extremes, such as heat waves and droughts, significantly 
contribute to the exposure and vulnerability of certain ecosystems. The predicted 
changes in temperature and precipitation regime in Serbia (Djurdjevic et al., 
2015; Vukovi  et al., 2018) suggest that climate changes in the near or distant 
future may have even stronger impacts on forest ecosystems and the whole 
environment. 

The appearance of fire in Serbia changes from period to period and largely 
depends on weather conditions and the humidity of combustible materials 
(Tabakovi -Toši  et al., 2009; Živanovi  et al., 2018). Variability in climate 
elements indicates when and to what extent there is a risk of the emergence and 
spread of fire in the forest (Živanovi , 2012; 2015). 

Air temperatures over 25 °C present an elevated risk for the occurrence and 
spread of forest fires. Some areas in the northeastern territory of Serbia can 
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experience more than 26 days a month when air temperature is over 25 °C, 
creating favorable conditions for the occurrence of forest fires (Vasi , 1992). 
Particularly dangerous forest fire risk is present during days without atmospheric 
precipitation and air temperature greater than 30 °C (Živanovi  et al., 2015). 
Some areas in the summer months can experience more than 15 consecutive 
days with air temperatures greater than 30 °C, greatly exacerbating the danger 
for forest fires. 

The aim of this study is to determine the vulnerability of forest resources to 
fire on the basis of extreme climate conditions in the Timo ka Krajina region. 
The results are useful as planning criteria to manage adaptation to extreme 
climate conditions and reduce the future risk of forest fires. 

2. The study area 

Timo ka Krajina is located in the northeastern (NE) region of the Republic of 
Serbia, between 21° 40' to 22° 46' E, and 43° 20' to 44° 42' N (Fig. 1). Timo ka 
Krajina is the geographic area from which the water is flowing into all five 
Timok (Svrljiški, Trgoviški, Beli, Crni Timok, and Veliki Timok) originates. 
The Timok region is separated by several natural boundaries, including on the 
Danube River on the north, the Stara Planina (Old Mountain) and Veliki Timok 
River to the east (with Bulgaria), the mountain range from Gramade and 
Svrljiške mountains to Midžor to the south, and the Severnoku ajske Mountains 
to the west (Manojlovi , 1986). In the area of Timok region (7,130 km2), there 
are two administrative-territorial units, the Bor and Zaje ar districts. Specific 
places and their locations and altitudes are listed in Table 1. There are 249,959 
residents in this area. 

The Timok forested area in 2008 was 3014.79 km2 covering 42.28% of the 
territory. Forest cover ranges from a minimum of 25.28% in Negotin to 86.47% 
in the municipality of Majdanpek.The northeast part of the Republic of Serbia is 
the Djerdap National Park with nearly untouched flora and fauna. The forest 
cover stock is large (over 64%) and has an extremely rich and diverse flora 
(more than 1,100 plant species) and fauna, which carries all the marks of 
relictness. 

The forests are primarily hardwood (76.13%) consisting of 38% beech 
wood, which is the dominant forest type. Coniferous forests are 
underrepresented and occupy less than 5% of the forest fund (RZS, 2008). In 
accordance with general European floras, floral elements of the area belong to a 
pontic South-Siberian group within the Pannonian-Vlach subregion, though 
some other groups (e.g., sub-Mediterranean, Central European) are represented 
as a result from migration processes (Stevanovi , 1999). 
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Fig. 1. Timo ka Krajina region in northeastern Serbia with location of meteorological 
stations: Zaje ar, Negotin, and Crni Vrh. 

 
 
 
 

Table 1. Geographical location of places in Timo ka Krajina with altitude 

Place Latitude ( ) Longitude ( ) Altitude [m] 

Crni Vrh 44o 07´ N 21o 57´ E 1037 

Negotin 44o 13´ N 22o 31´ E 42 

Zaje ar 43o 53´ N 22o 18´ E 144 

Bor 44o 05´ N 22o 06´ E 378 

Knjaževac 43o 30´ N 22o 06´ E 276 

Sokobanja 43o 39´ N 21o 52´ E 400 

Kladovo 44o 37´ N 22o 37´ E 45 

Boljevac 43o 50´ N 21o 58´ E 349 

Majdanpek 44o 25´ N 21o 56´ E 340 

Timo ka Krajina region 43o20´− 44o42´N 21o40´− 22o46´E 35 − 1978 
 
 
 
 
 

Orographic characteristics of this area in northeastern Serbia are shown in 
Table 2. The largest surface area is found at altitudes from 200 to 500 m. At 
higher altitudes above 500 m, mountain slopes are very steep. Quality beech 
wood is preserved in this region (Manojlovi , 1986). 
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Table 2.  Surface elevation zones of Timo ka Krajina (%) 

Place 0−200 
(m) 

200−500 
(m) 

500−1000 
(m) 

1000−1500 
(m) 

1500−2000 
(m) 

Bor 1.38 57.22 38.96 2.44 0.00 

Kladovo 51.54 46.79 1.67 0.00 0.00 

Majdanpek 9.63 58.33 32.04 0.00 0.00 

Negotin 43.51 52.68 3.80 0.01 0.00 

Zaje ar 21.10 71.37 7.39 0.19 0.00 

Boljevac 1.16 49.40 48.35 1.10 0.00 

Knjaževac 1.26 33.17 57.32 7.03 1.23 

Sokobanja 0.00 32.81 61.28 5.90 0.00 

 

3. Data and methods used 

3.1. Data 

Daily air temperature [maximum (TX), mean (TG), and minimum (TN)], 
precipitation, and relative humidity obtained from three meteorological stations 
in northeastern Serbia (Fig. 1) were analyzed and compared in order to assess 
changes in climatic conditions. Data were available from 1961 to 2017 for the 
meteorological stations in Zaje ar and Negotin, and from 1982 to 2017 for the 
Crni Vrh meteorological station situated at the altitude of 1,037 m (Table 1). 
Measurements were performed every day without a break using the same type of 
instruments. The Serbian Meteorological Service made technical and quality 
control of these measurements. 

3.2. Methods 

As a numerical indicator of the degree of dryness of the climate at a given 
location, annual values of the De Martonne aridity index (Is) were determined as 
(De Martonne, 1925):  
 Is = RR / (T + 10), (1) 
 
where RR is the annual sum of precipitation (mm) and T is the mean annual air 
temperature (°C). Humidity reduces with the decrease in value of Is, and vice 
versa. Climatic classification according to the De Martonne aridity index is 
shown in Table 3. The De Martonne aridity index was shown to give good 
results for northern Serbia (Hrnjak et al., 2014) and central Serbia (Radakovi  et 
al., 2018), as well as for Greece (Baltas, 2007), Romania (Croitoru et al., 2013), 
and Spain (Moral et al., 2017). 
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Table 3. De Martonne index climatic classification 

Values of IS Climate 

IS < 10 Arid 

10  IS < 20 Semi-arid 

20  IS < 24 Mediterranean 

24  IS < 28 Subhumid 

28  IS < 35 Humid 

35  IS  55 Very humid 

IS > 55 Extremely humid 

 
 
 

The Ångström index (I) was used to assess the risk of forest fires and was 
calculated as (Chandler et al., 1983): 

 
 I = RH / 20 + (27 - T) / 10, (2) 
 

where RH is the relative humidity (%) and T is the annual mean air temperature 
(oC). A reduced index indicates a higher risk of fire (Luki  et al., 2017). The 
values for I were translated into fire risk as follows: 

• when I > 4.0, fire occurrence was unlikely; 

• when 2.5 < I  4.0, fire conditions were unfavorable; 

• when 2.0 < I  2.5, fire conditions were favorable; and 

• when I  2.0, fire occurrence was very likely. 
Although the Angström index is a simple day-to-day fire danger indicator, 

it was successfully applied for different regions in the central part of Europe: 
Slovakia (Skvarenina et al., 2003), southern Germany (Schunk et al., 2013), 
Austria (Arpaci et al., 2013), Serbia (Luki  et al., 2017), etc. The Angström 
index might be a good indicator if there are rapid changes in weather situations, 
which increase the fire danger situation so quickly, that fuel or soil moisture 
models are not able to capture that moment (Arpaci et al., 2013). 

For this study, we used statistical data about forest fires from the 
Department for Emergency Situations, Ministry of the Republic of Serbia for the 
period from 2009 to 2017. 

To assess extreme fire danger conditions, we used extreme climate indices 
selected from the list recommended by the World Meteorological Organization 
(WMO) – Commission for Climatology and the Research Programme on 
Climate Variability and Predictability (CLIVAR). This paper concentrates on 
indices that refer to climate change estimates (conditions suitable for the 
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development of fire): the number of summer days (SU25), number of tropical 
days (SU30), number of tropical nights (TR20), annual maximum of daily 
maximum temperatures (TXx), annual minimum of daily minimum temperatures 
(TNn), precipitation sum (mm), relative humidity (RH), wet days (RR1), heavy 
precipitation days (RR10), maximum number of consecutive dry days (CDD), 
maximum number of consecutive wet days (CWD), and growing season length 
(GSL). Definitions of extreme climate indices are given in Alexander et al. 
(2006) and defined here as follows: 

SU25 - number of summer days: annual count of days with TX > 25 °C; 

SU30 - number of tropical days: annual count of days when TX > 30 °C; 

TR20 - number of tropical nights: annual count of days when TN > 20 °C; 
TXx - annual maximum value of daily maximum temperature; 
TNn - annual minimum value of daily minimum temperature; 
RR1 - wet days: annual count of days with RR  1 mm; 
RR10 - heavy precipitation days: annual count of days when RR  10 mm; 
RRsum - annual precipitation sum; 
RH - annual mean relative humidity; 
CDD - maximum number of consecutive dry days; 
CWD - maximum number of consecutive wet days, and 
GSL - growing season length, annual count between first span of at least 

6 days with TG > 5 oC and the first span after July 1 of 6 days with 
TG < 5 oC. 

4. Results 

4.1. Climate analysis 

The climate of northeastern Serbia is determined by geographic location, 
distance from the sea, relief, and forest cover. The climate can be described as 
moderate-continental with major or minor variations. In the lowest parts of the 
Negotin region and along the Danube and Timok rivers, there is steppe-
continental climate. The characteristics of continental climate are determined by 
the increase in altitude (Raki evi , 1976). Continentality of the area is reflected 
in extreme temperatures. During the winter months, air temperature below –10 °C 
can last longer than 10 days. 

The average annual temperature is 10.8 °C in Zaje ar, 11.5 °C in Negotin, 
and 6.6 °C in Crni Vrh. The warmest month is July and the coldest month is 
January (Table 4). Mean annual precipitation is 606.9 mm in Zaje ar, 639.5 mm 
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in Negotin, and 768.2 mm in Crni Vrh. Maximum precipitation occurs in June or 
May, while the minimum occurs in January or February (Table 4). Mean annual 
relative humidity is about 75 %, with maximum RH in December and minimum 
in July or August. 

 
 

Table 4. Monthly values of mean temperature (T), precipitation sum (RR), and relative humidity 
(RH) in: Zaje ar (ZA), Negotin (NE), and Crni Vrh (CV) 

 Station 
 ZA NE CV ZA NE CV ZA NE CV 
Month T (°C) RR (mm) RH (%) 

1 -0.9 -0.4 -3.3 41.6 44.4 47.7 80.1 80.4 85.2 

2 1.2 1.6 -2.6 41.1 48.8 47.2 77.5 77.6 83.7 

3 5.7 6.3 1.0 45.0 51.4 51.2 72.5 71.1 79.0 

4 11.4 12.0 6.4 54.3 54.4 70.6 70.0 66.7 73.8 

5 16.4 17.2 11.2 65.1 60.6 83.6 71.3 66.7 74.4 

6 20.0 20.8 14.5 63.8 63.9 85.0 70.4 64.5 75.3 

7 21.8 22.7 16.8 56.8 52.0 69.2 66.7 61.3 70.9 

8 21.2 21.9 16.8 41.2 40.8 61.6 67.6 63.0 69.5 

9 16.5 17.3 12.2 43.1 50.3 66.9 72.3 68.8 75.4 

10 10.6 11.2 7.0 48.6 53.5 70.0 78.2 76.1 82.3 

11 5.3 5.8 1.9 53.0 59.5 59.0 81.2 80.7 85.1 

12 0.7 1.3 -2.0 53.2 59.8 56.1 82.1 81.7 85.7 

Average 10.8 11.5 6.6 606.9 639.5 768.2 74.1 71.6 78.4 

 
 

The number of days with an average temperature above 10 °C, namely with 
temperature conditions suitable for the occurrence of forest fires, is about 
200 days in Zaje ar and Negotin and about 150 days at Crni Vrh. Mean 
temperatures above 20 °C occur in the summer months for about 94 days in 
Negotin, 65 days in Zaje ar, and 21 days in Crni Vrh.  

Annual values of the De Martonne index are presented in Table 5. Values 
of the De Martonne aridity index (Is) point to particularly pronounced low 
annual values in 2011, when for Zaje ar and Negotin, Is values were less than 
20, which characterizes these areas as semi-dry. The year 2014 was very humid 
with Is values greater than 49 (Table 5). 2011 and 2017 were dry years. Very 
few fires were recorded when conditions were extremely wet, as in 2014. From 
2011 to 2013, Is were extremely low, particularly during the active growing 
season when the occurrence of forest fires is observed. 

Climate indices for Negotin, Zaje ar, and Crni Vrh for the base period 
1961–1990 and the two years 2012 and 2014 are presented in Table 6.  
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Table 5. Annual aridity index (Is) according to the De Martonne index 

Station 
Year 

2009 2010 2011 2012 2013 2014 2015 2016 2017 

Zaje ar 36.7 38.0 18.0 28.0 24.6 49.0 23.7 36.1 26.5 

Negotin 34.2 33.2 15.8 22.9 30.6 54.7 30.8 32.1 24.4 

CrniVrh 56.5 61.3 34.6 42.3 39.3 65.4 42.0 51.3 35.4 
 
 

 
 

Table 6. Climate indices for Negotin, Zaje ar, and Crni Vrh for the base period (1961–1990), 2012 and 
2014 

Parameter 
Negotin Zaje ar Crni Vrh 

1961-
1990 2012 2014 1961-

1990 2012 2014 1961-
1990 2012 2014 

Mean temperature 11.1 13.2 12.7 10.4 11.7 11.4 6.4 7.9 7.4 
Absolute 
maximum 
temperature TXx 

41.2 40.4 34.3 41.9 40.8 33.7 33.8 32.9 27.0 

Absolute minimum 
temperature TNn 

-28.5 -27.5 -13.1 -29.0 -25.6 -16.6 -22.2 -22.1 -20.2 

Precipitation sum 646.0 532.5 1244.8 610.5 608.7 1046.1 810.1 758.2 1137.4 
Tropical nights 
TN > 20°C 1.7 13 6 0.13 1 0 1.6* 12 2 

Tropical days 
TX > 30°C 29.1 80 32 28.0 80 22 0.8 11 0 

Summer days 
TX > 25°C 95.9 146 99 93.8 144 89 13.7* 49 5 

Relative humidity 73.1 64.3 76.5 75.6 68.5 77.9 81.8 74.1 84.9 
Daily maximum of 
precipitation 116.3 42.8 161.3 83.1 40.5 46.5 107.0 64.7 85.8 

Number of days 
RR > 1.0 mm 82.0 66 97 82.2 78 111 96.7* 96 125 

Number of days 
RR > 10.0 mm 19.4 14 39 19.1 17 37 23.8 22 33 

Sunshine length 2035.9 2582.8 1897.8 2050.2 2144.2 1527.4 2016.1 2400.2 1785.3 
Number of clear 
days 77 133 68 66.1 90 32 55.7 107 51 

Number of cloudy 
days 110 87 135 113.1 101 161 141.5 113 152 

Consequtive dry 
days CDD 29.5 50 21 29.5 46 18 27.8* 25 21 

Consequtive wet 
days CWD 6.4 6 10 5.7 7 5 5.3* 7 7 

Growing season 
length GSL 247.6 265 280 245.7 263 281 200.9* 236 219 

Numbers with asterics for Crni Vrh are calculated during the period 1982–1990. 
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During 2012, a high number of tropical days (about 80) and summer days 
(about 145) were recorded in Negotin and Zaje ar. The number of consequtive dry 
days (CDD) in 2012 was almost double that of the 1961–1990 baseline period. In 
contrast to the dry 2012, precipitation sums in 2014 were greater than 1000 mm, 
which was high even compared to the 600 mm 1961–1990 annual baseline. The 
observed maximum daily precipitation was 161.3 mm in Negotin 2014 (Toši  et 
al., 2017). The number of days when daily precipitation was greater than 10.0 mm 
in 2014 was double that of the 1961–1990 baseline (Table 6). 

Climate parameters (Table 6) were most impactful to forest ecosystems in 
2012 when mean temperature, the number of tropical nights, the number of 
tropical days (SU30), and the number of summer days (SU25) were highest, and 
simultaneously the precipitation sum (RRsum), minimum number of wet (RR1) 
and heavy precipitation (RR10) days were lowest. The number of consequtive 
dry days (CDD), as well as sunshine length and the number of clear days were 
highest in 2012. The greatest precipitation, maximum daily precipitation (RR 
dmax), relative humidity (RH), and number of cloudy days were observed in 
2014 at all three stations (Table 6). 

Trends for 12 climate indices for Zaje ar, Negotin, and Crni Vrh are presented 
in Table 7. Several indices increased at the 5% significance level, including SU25, 
SU30, TX, GSL. Negative trends in RR1 and RH were observed in Zaje ar and 
Negotin. Significant positive trends in SU25, RR10, RRsum, and RRdmax were 
found at Crni Vrh, which is located at an altitude of 1,037 m. 
 

 
Table 7. Trend coefficients of climate indices for Zaje ar, Negotin, and Crni Vrh 

Index Zaje ar 
(1961-2017) 

Negotin 
(1961-2017) 

Crni Vrh 
(1982-2017) 

SU25 0.5566 0.4821 0.5033 

SU30 0.6781 0.6266 0.0400 

TXx 0.0588 0.0520 0.0147 

TNn 0.0178 0.0537 -0.0393 

RR1 -0.0731 -0.2568 0.3921 

RR10 0.0152 0.0573 0.2956 

RRsum 0.3722 0.5831 6.6343 

RRdmax 0.0914 0.4934 0.7724 

RH -0.0930 -0.0978 -0.0137 

CDD -0.0006 0.1121 -0.2045 

CWD 0.0091 -0.0031 0.0556 

GSL 0.4934 0.8131 0.4082 
Coefcients being signicant at the 5% level are indicated by bold. 
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4.2. Analysis of forest fires in Timo ka Krajina 

The occurrence of forest fires in the Timo ka Krajina region changes from 
period to period. The number of forest fires in the territory of Timo ka Krajina 
and Zaje ar during the period 2009-2017 is shown in Fig. 2. There was a 
marked difference in the number of fires in 2012 compared to 2014. Namely, 
during 2014 only one/zero fire was registered in the Timo ka Krajina 
region/Zaje ar, while in 2012, 69/17 fires were recorded. 
 
 
 
 

 
Fig. 2. Number of total forest fires at the territory of Timo ka Krajina (TK) and Zaje ar 
during the period 2009-2017. 

 

 

 

 
Daily fluctuations of the Ångström index for Negotin, Zaje ar, and Crni 

Vrh in 2012 and 2014 are presented in Fig. 3. The Ångström index was lower 
during 2012 indicating that the risk of fire was elevated. For a long period 
during the growing season of 2012, the Ångström indices were lower than 2.5. 
The lowest value of the Ångström index (1.02) was observed on September 2, 
2012 at Crni Vrh. The longest period with an Ångström index less than 2.5 was 
in the period from June 21 to July 22, 2012 in Negotin. The Ångström index in 
2014 was above 3, which means that the risk of fire was significantly lower in 
2014 (Fig. 3). 
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Fig. 3. Time series of the Ångström index for Negotin, Zaje ar, and Crni Vrh in 2012 
(left) and 2014 (right) with fire danger classes I=2.0 (noted by horizontal solid line), 
I=2.5 (dashed line), and I=4.0 (dotted line). 

 

5. Discussion 

This study was motivated by an interest in examining the influence of extreme 
climate conditions on forest fire risk in northeastern Serbia. A significant 
increase in summer and tropical days, absolute maximum temperature, and 
growing season length, and a significant decrease in relative humidity was found 
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in Zaje ar and Negotin. A significant increase in summer days and precipitation 
indices was found for Crni Vrh. According to the meteorological station in Crni 
Vrh, this location was considered very humid, which is explained by the high 
altitude of the station in the Carpathian Mountains (Radakovi  et al., 2018).  

Previous studies of changes in air temperature in Serbia, both average 
annual and seasonal air temperatures, have clearly indicated an increase (e.g., 
Gavrilov et al., 2016). The observed warming was also confirmed by the 
increased frequency of warm extremes (Unkaševi  and Toši , 2013). The 
changes taking place were also documented for the whole of Europe (Klein Tank 
and Können, 2003; Della-Marta et al., 2007; Shevchenko et al., 2014; Tomczyk 
et al., 2019) and globally (e.g., Alexander et al., 2006). 

The highest number of tropical nights, number of tropical days, number of 
summer days, number of consequtive dry days, and the lowest precipitation 
sums, minimum number of wet and heavy precipitation days were registered in 
2012. All these conditions were favorable for the development of fires. The 
Balkans and the central part of Europe were affected by unprecedented drought 
in the summer of 2012 (Unkaševi  and Toši , 2015). The longest heat waves, 
caused by the flow of warm and dry air from North Africa towards southeastern 
Europe, were observed during the summer of 2012 in Serbia at ten out of 15 
stations (Unkaševi  and Toši , 2015). More than 1,000 forest fires occurred in 
Serbia in 2012 (Luki  et al., 2017). The highest number of fires was recorded in 
2012, creating the greatest damage with 7,460 ha and 63,118 m3 wood mass 
burned (Šorak and Rvovi , 2016).  

The year 2014 was one of the wettest recorded in Serbia (Toši  et al., 
2017). The highest values of precipitation sums, daily maximum of 
precipitation, relative humidity, and number of cloudy days were observed in 
2014 at all three stations considered. Precipitation was high during the 
vegetation period in 2014, and the number of forest fires was smallest.  

As a measure of fire risk, the Ångström index provides good results even 
when using only meteorological variables. Ångström index values in 2012 were 
below 2.5, indicating favorable fire conditions, while in 2014 they were above 3, 
indicating that the risk of fire was significantly lower. Replacing TX instead of 
TG in definition of the Ångström index provides better results. Values of the 
Angström index were below 2 for Zaje ar (Fig. 4), indicating very favorable fire 
conditions during the summer of 2012 when 17 forest fires were recorded 
(Fig. 3). In addition, the minimum Ångström index value was not below 2 
(Fig. 4) compared to 2014 (Fig. 3) when no forest fires were registered in 
Zaje ar (Fig. 2).  
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Fig. 4. Time series of the Ångström index (with TX instead of TG) for Zaje ar in 2012 
(left) and 2014 (right) with fire danger classes I=2.0 (noted by horizontal solid line), 
I=2.5 (dashed line), and I=4.0 (dotted line). 

 

 

 

 
Živanovi  et al. (2020) suggested that increased air temperature and 

reduced precipitation in the period 1981–2010 compared to the period 1961–
1990 had substantial influence on the probability of fire occurrence in Serbia. 
They have also concluded that particular attention has to be paid to the eastearn 
and southearn parts of Serbia, where the decrease in precipitation was greatest. 

6. Conclusions 

Extreme climate conditions are crucial for forecasting and managing forest 
potential in Serbia, and posing a challenge for policy makers. If extreme climate 
effects are implemented in risk assessments of forest fires, adverse effects can be 
minimized. Many climate scenarios predict further increases in the frequency of 
climate extremes in the future, and it is necessary to take adequate measures to 
adapt. 

Our research reveals that understanding extreme climate conditions and 
their impact on the occurrence of forest fires are important variables to consider 
when selecting adaptation strategies. Determining priorities for adaptation 
measures and their implementation are of great importance. Forest protection 
should be based on good organization and a hierarchy of responsibility for 
planning and implementing preventive and repressive measures to protect 
forests from fire. Evaluation of impacts of extreme climate conditions that are 
conducive to the emergence and spread of forest fires has particular importance. 
Synoptic situation unfavorable to the occurrence of forest fires are those that 
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occur because of long dry periods with high air temperatures and low relative 
humidity. Our study showed that the Ångström index calculated with 
meteorological variables only provided a good indicator for forecasting forest 
fires. Better results were obtained when the daily maximum temperature instead 
of daily mean temperature were included in the definition of the Ångström 
index. The competent authorities for the protection of forests against fire in 
Serbia should define indices to assess climate extremes that can be used to 
estimate conditions indicative of extreme fire danger (with the levels of risk of 
danger). Successful implementation of the strategies for adaptation to extreme 
climate conditions should lead to the active promotion and education of the 
population by the competent institutions. 
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Abstract⎯ Temperature changes are in the focus of climate research. There are many 
analyses available, but they rarely apply rigorous mathematics for assessing the results. 

The main approach of this paper is the dependent weighted bootstrap. It is a simulation 
method, where both the fitted regression and the dependency among the data are taken into 
account. We present a simulation study showing that for serially dependent data it is the 
most accurate in case of estimating the coefficient in a linear regression. 

This paper shows an analysis of the gridded European temperature data. We have used 
the 0.5° × 0.5° grid of daily temperatures for 68 years (from 1950 to 2017), created by the 
European Climate Assessment. We investigated the speed of the global warming by 
changing the starting point of the linear regression. The significance of the differences 
between the coefficients was tested by the dependent weighted bootstrap. We have shown 
that the acceleration was significant for large regions of Europe, especially the central, 
northern and western parts. 

The vast amount of results is summarized by a Gaussian model-based clustering, which 
is the suitable approach if we intend to have clusters that are spatially compact. The number 
of clusters was chosen as 13, by a suitably modified "elbow rule". This approach allows to 
compare the speed and acceleration of warming for different regions. The quickest warming 
in the last 40 years was observed in Central and Southwestern Europe, but the acceleration 
is more pronounced in Central Europe. 

 
Key-words: dependent weighted bootstrap, global warming, linear models, model-based 

clustering 
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1. Introduction 

Determining the speed of global warming is a very important and actual question, 
especially if significance of estimators is also tested. As mathematicians, we 
cannot give exact explanations for the changes, but we may try to reveal them and 
to estimate the statistical error of the estimates. This estimation is not easy at all, 
as in the data set there are various types of dependencies, which make the use of 
standard statistical techniques difficult. 

Our main aim is to find those mathematical methods, which are most suitable 
for checking the significance of our results. There are numerous works in the area 
(see, e.g., Lu et al., 2005), where possible changepoints are introduced to capture 
the nonlinearity of monthly U.S. temperature data. We are convinced that using 
daily observations is worth for the efforts, as they convey much more information 
than, e.g., monthly or annual data. 

Our approach is to capture the temporal changes by regression models, and 
then the spatial aspects can be taken into account by clustering. There are, of 
course, other approaches in the literature, where the spatial aspects are taken into 
consideration first (see, e.g., Jun et al., 2008), but our focus of attention is in the 
significance investigations for the univariate time series with complex and 
unknown dependence structure. For similar but monthly time series, Lund et al. 
(1995) investigated the so-called periodic correlation structure. Their approach 
results in general 3p parameters, where p is the period. In our case p = 365, thus the 
number of parameters would be uncontrollable - considering that all are to be 
estimated for every grid point. Our model has about 60 parameters for the 
observation sites, which seems to be a good compromise. 

The mathematical model in our case is the linear regression - not only for the 
whole, standardized data set, but for altogether 30 shorter data sets, which were 
got by omitting the first years sequentially, i.e., the kth set consists of the years 
(1950 + k, . . . , 2017). The main motivation behind this approach is that the actual 
changes are not easily captured by the commonly used functions (e.g., quadratic 
models cannot cope well with the complex structure of this data). Using this 
method we can detect if there is a change in the speed of the warming. For 
assessing the reliability of the results, we investigate different bootstrap 
approaches. We have to take care on the dependence in the data - the traditional 
solution to this phenomenon is the block bootstrap, covered in the book of Lahiri 
(2003). However, for the case of regression models, a new weighted bootstrap 
method has been developed by Wu (1986). A more recent approach by Shao (2010) 
is suitable for the case of dependent residuals - this is the one we used for assessing 
the reliability of the results and the significance of the change in speed of the 
temperature increase. 

We are also interested in the spatial patterns of the processes. Thus, in 
Subsection 2.2 we apply a Gaussian model-based clustering (see, e.g., Fraley and 
Raftery, 2007) to the sequence of estimated coefficients. 
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We give details of the used models in Section 2. Section 3 is devoted to a 
simulation study on the bootstrap methods. Section 4 is about our results for the 
modeling of the temperature data. In Section 5 we formulate the conclusions. 

2. Methods 

In this section we briefly introduce the used methods. There is no need to 
introduce the linear models, as they are well-known to everyone. However, in 
order to assess the accuracy of the results we got by them, we needed special tools, 
as the data are both serially and spatially dependent. These will be explained in 
detail below. 

2.1. Bootstrap 

Bootstrap is a resampling method that can be used for assessing the properties of 
the estimators. There are many variants of the original idea of Efron (1979). One 
approach, designed especially for assessing the reliability of regression models is 
the weighted bootstrap of Wu (1986). However, all these standard methods are 
suitable only for the case of independent and identically distributed errors.  In case 
of heteroscedasticity and/or dependency among the random error terms, the 
standard methods fail, as it is seen by our simulation study as well as in the 
classical paper of Singh (1981). 

The dependent weighted bootstrap is suitable for these cases by choosing a 
resampling method that is capable of reproducing the dependence of the original 
observations. This is a relatively new concept, first introduced by Shao (2010). The 
traditional tool for such cases was the block bootstrap, which itself has several 
variants. There are available algorithms for choosing the block size, which minimize 
the standard error of the bootstrap estimators (Politis and White, 2004). However, it 
is reported in Shao (2010), that the new dependent weighted bootstrap has more 
favorable properties. We also check the methods in case of the linear regression, 
when we assume dependency among subsequent residuals. It turns out – as shown 
by our simulations – that the confidence intervals, based on the proposed weighted 
dependent bootstrap, have better coverage properties in the investigated cases. 

In its original form (Wu, 1986), the weighted bootstrap sample was constructed 
from the estimated residuals of the regression model ri (i = 1, …, n, where n denotes 
the number of observations), by multiplying them with the weights wi, which were 
supposed to be i.i.d. (identically distributed), with E(wi) = 0 and Var(wi) = 1. These 
properties ensure that for the bootstrapped residuals wiri, we have E(wiri) = 0 and 
Var(wiri) = Var(ri). A natural choice may be the wi, for which P (wi = 1) = P (wi = 

1) = 0.5, thus practically choosing the same residuals as observed, but with random 
signs. There are of course other possible choices for the distribution of w (for details 
see Wu, 1986). 
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 ̂

However, when the error terms are dependent, the simple method seen above 
does not work. The bootstrap data generating process must correspond to that of 
the observations. This can be achieved by the dependent weighted bootstrap, 
where the conditions E(wi) = 0 and Var(wi) = 1 still hold, but a dependence 
structure is assumed for the weights wi. In the original paper, Shao proposed a 
multivariate normal distribution, with covariance matrix 

 
 , = ,  (1) 
 

where K is a kernel function and l is  a  suitable  norming  factor  (bandwidth).    
The  generation  of  many  dependent  normal  variates  having  such   a covariance 
structure can be realized using the circular embedding algorithm of Dietrich et al. 
(1997), which is implemented in the R package RandomFields. 

The theoretical properties (consistency) of the dependent weighted bootstrap 
were proved originally by Shao under somewhat strong conditions (m-dependency 
of the weights), applicable, e.g., to the triangular kernel function.  However, it has 
also been proved recently (Doukhan et al., 2015), that the method works for a 
simpler data generating process as well. Namely, the weights may come from an 
AR(1) series: = + (1 ) , where i is an i.i.d. sequence of 
normal distributions. The role of r is similar to that of l, they both determine the 
length of the memory in the sequence: a large r as well as a large l implies longer 
range dependence. Thus, the cases we investigate here have also favorable 
asymptotic properties. 

One important problem is yet to be solved: how should we choose the 
parameter l? We have faced a similar question in the paper of Rakonczai et al. 
(2014), where the block size of the bootstrap resampling had to be found. We 
determined it by the best fitting AR model (VAR in the bivariate case). The fit 
was measured by the variance of the estimator  (or the trace of its covariance 
matrix in the bivariate case). To be more exact, in Rakonczai et al. (2014), the 
block size was determined as the , for which the estimated trace of the bootstrap 
covariance matrix was the nearest to the one derived from the fitted VAR model 

 
 = argmin ( ) ,  (2 )  

 
where ( ) = ( |X )  (  refers to the bootstrap sample, i.e., the left 
hand side gives the covariance of the bootstrap sample based on block size b, 
under the observed sample X ). In this paper we have modified (2) on a way that 
the parameter was l from the kernel and to be able to estimate the variance of the 
mean, we fitted an AR(1) model to the data 
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 = argmin ( ) .  (3 )  

 

2.2. Clustering 

Our data are spatio-temporal. Spatio-temporal data mining has been developed in 
the last few years (see for example Shekhar et al., 2011) or Chapter 10 in the book 
Giannotti and Pedreschi (2008). However, we prefer to use a simple, yet suitable 
and classical data mining tool, the clustering. The first idea for spatial clustering 
is to apply the density-based methods. However, it turned out that we have not got 
any valuable results by these methods. Thus, we rather applied the k-means 
clustering. This is a traditional, simple, and quick method even in our case of over 
20000 data points in the 30 dimensional space. The method turned out to be 
suitable for detecting areas sharing similar properties, thus, also the spatial aspects 
were included in the analysis, especially when we used the model-based 
clustering. Here it is assumed, that the observations come from a multivariate 
normal distribution, with different parameters. The main question is if the 
covariances of the clusters are equal or different, and if different, what is the 
difference. Volume, shape, and orientation are the three aspects considered. 

When applying the k-means clustering, it is a non-trivial question, how to 
determine the number of clusters. One may use the traditional elbow rule, based 
on the portion of the explained variance. The model-based clustering suggests a 
solution to this problem, as here an adapted version of the Bayesian information 
criterion (BIC) may be applied (see Fraley and Raftery, 2007). The method is 
implemented in the mclust package of R. BIC is traditionally defined here as the 
expression 

 
 = 2 log( ) log( ), 

where L denotes the value of the likelihood function at the optimum, n is the 
number of observations, and m the number of parameters in the model (B is 1 times the "usual" BIC for regression model). So, in this approach the model 
with the largest BIC value is suggested to be chosen. However, in our case – most 
likely due to the vast amount of data – the BIC proposes a large number of clusters 
(around 100), so we came back to the old "elbow rule" and chose a clustering, 
after which the increase in the BIC is slowed down. 

In our case, the results clearly proved that the model-based approach resulted 
in identifiable areas as clusters, which is very much preferred. 
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3. Simulations 

First we checked the classical case, where the errors in the linear model are indeed 
independent and identically distributed. An independent sample with n = 100 from 
the model y = x +  was simulated, with   N (0; 1). The investigated methods 
were chosen so that the parameters are near to the ones used for the real data 
analysis: 

1. the simple Efron-type bootstrap; 
2. the weighted bootstrap for the residuals; 
3. the dependent weighted bootstrap with AR(1) structure for the weights and 

normal innovations, as wn = 0.9wn 1 + 0.19 n, where n is an i.i.d. standard 
normal; 

4. the dependent weighted bootstrap with multivariate normal weights, the 
covariance was given by i,j = 1 | |/  for l = 25. 
It can be seen from Table 1, that both the Efron-type and the independent 

weighted bootstrap give accurate results, while the intervals based on the two 
dependent weighted bootstrap methods are too narrow, which underlines that their 
application is unnecessary, if independence can be accepted. However, the 
difference is not too large. 

 
 
 
Table 1. The effect of bootstrap type on the estimated confidence interval for the trend 
coefficient (now 1) in case of i.i.d. normally distributed error structure. For the dependent 
weighted bootstrap, the AR(1) coefficient was 0.9. The dependence for the multivariate 
normal weighted case was given by Eq.(1) with the triangular kernel. The number of 
repetitions was n = 500 

 
 
 
 
Next we have simulated sequences of length n = 23360 (the number of 

observations in our data set) with AR(1) structure for the residuals with r = 0.812 
(the average of our estimators) and a trend coefficient of 8.6  10 5 (again a typical 
value for our data set). The repetition size was 500, and we compared the 
performance of the three bootstrap methods, including the block-bootstrap with 

Method 
conf.bound 

Theoretical 
value 

Efron 
 

indep. 
weighted 

AR(1) 
weighted 

Mvnorm 
weighted 

lower 0.931 0.933 0.934 0.947 0.952 

upper 1.066 1.065 1.065 1.051 1.045 
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the optimal block size, based on the algorithm of Politis and White (2004). The 
results are shown in Table 2, containing 105-times the estimated values. Here we 
can observe the superiority of the weighted bootstrap, as it reproduces the 
theoretical quantiles the best – and the differences here are much more substantial 
than those of Table 1. 

 
 
 
Table 2. 105 times the theoretical and estimated quantiles for the trend coefficient in case of 
normally distributed AR(1) error structure with r = 0.812 and a trend coefficient of 8.6  
10 5. The block bootstrap is too conservative with extreme quantiles; the independent 
weighted bootstrap on the other hand is too optimistic. The dependent weighted bootstrap 
(with the AR(1) dependence, determined by Eq. (3) turned out to be the best. The number 
of repetitions was 500. 

method quantile 0.025 0.05 0.25 0.5 0.75 0.95 0.975 

AR(1) process 6.64 6.95 8.05 8.53 9.12 10.11 10.43 

block bootstrap 5.34 5.64 7.72 8.86 10.39 12.19 12.62 

indep. weighted boot 7.62 7.75 8.30 8.61 8.94 9.41 9.50 

dep. weighted boot 6.74 7.14 8.13 8.77 9.40 10.22 10.47 

 
 
 

4. Applications 

Temperature changes are in the focus of attention since global warming became a 
major threat to the ecosystem on Earth. There is a tremendous amount of 
information available on the subject (see, e.g., Weart, 2017 and the references 
therein), showing that the temperature sequences have started to rise from as early 
as 1960s. There are opinions about the link between NAO (North Atlantic 
Oscillation) index and low frequency variability of the climate (see, e.g., Cohen 
and Barlow, 2005). In our previous manuscript (Hajas and Zempléni, 2018) as a 
comparison, we have also investigated the residuals, after having removed the 
effect of the daily NAO index on the temperature time series. This effect was not 
substantial, but the use of these data allowed for checking the robustness of the 
results. 

The used observations are 68 years of daily temperature data of the European 
Climate Assessment from 1950 to 2017 (E-OBS, http://www.ecad.eu). We have 
used the 0.5° × 0.5° grid data, available for Europe and parts of Northern Africa. 
This gridded database can be considered as a standard for climate analysis (see 
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Haylock et al., 2008). Its quality has been evaluated in Hofstra et al. (2009), and 
the results show that it may be considered reliable for most of Europe. However, 
especially in the African and Near Eastern region, there are missing periods of 
various length, which have to be taken into account. An earlier version of the same 
temperature data set was used in Varga and Zempléni, (2017), where the changes 
in the bivariate dependence structure were analyzed. 

We have not investigated the time series in detail, but it is obvious that 
seasonality is its most important feature. So first we have standardized the data 
for every day of the year by simple nonparametric polynomial (Loess) smoothing, 
using both first- and second-order standardization for each grid point separately: = ( )/ , where T = 365 and 1  t  365 represents the day of 
the year. mt and st is the smoothed mean and standard deviation for day t, 
respectively. 

These standardized daily data were used as a basis for the simple linear 
regression: = ( + ) + . We are interested in the steepness of the 
regression line (measured by the estimated coefficient ˆ), as well as in the 
strength of the model (as shown by the coefficient R2). These parameters were 
calculated for the data we have got by omitting the first k years (k = 1, …, 30): 
i.e., in the kth equation we consider data from year k + 1 till 68, so the last model 
corresponds to approximately the last 40 years. This approach is motivated by the 
fact that the time series exhibit many features like abrupt changes or temporal 
decrease (especially in the first half of the data set), that are not possible to be 
captured by a seemingly simple quadratic regression. 

The maximum value of the estimated regression coefficients together with 
the time of their occurrence is shown for each grid point in Fig. 1. We see that 
these maximal values occur for most of the cases at the very end of the 
investigated period. We have checked the reliability of the results for a grid of 
10° × 10° (the black rectangle on the right hand panel of Fig. 1) (using the 
weighted dependent bootstrap), and it turned out that for over 66% the grid points, 
at least 95% of the simulations gave at least k = 27 as the time point of the 
maximum, showing that the high values of the right hand side of Fig. 1 have not 
just been resulted by chance. 

A similar plot for the strength of the model is Fig. 2. Not surprisingly, we 
see the larger values mostly in the regions with higher coefficients. The low values 
of R2 are quite natural, as there are many more nonlinear disturbances in the 
weather, compared to the relatively slow but steady global warming. It is 
interesting that for large areas of Western Europe we see an early occurrence, while 
the typical time points for Central and Northern Europe are again the late ones. 
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Fig. 1. Maximum of the regression coefficients for the grid points (left) and the time point 
of their occurrence (30 is the latest, right). On the right panel, a black rectangle shows the 
region, where the reliability of the results was checked. 
 
 
 
 

 
Fig. 2. The maximal R2 value of the linear regression for the grid points (left) and the time 
point of their occurrence (30 is the latest, right). 
 
 
 
 
One interesting question is the significance of the results for the climate data we 

have analyzed. We performed a small study, were the linear coefficient was defined 
as 10 4 and a simple AR(1) structure for the residuals was assumed  
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 = 0.9 + 0.19 , 
 

where the sequence n was i.i.d. standard normal. Here we have also used the 
dependent weighted bootstrap method introduced in Subsection 2.1, and we 
focused on the steepness coefficient of the linear model. It turned out that the 
estimators like this are not significant for much shorter series, but n  30 365 is 
sufficient for  = 0.05%. We have pursued this idea further by applying the 
dependent weighted bootstrap method to our data with r = 0.9, which was chosen 
as an average solution of Eq. (3). Having repeated the simulations 100 times for 
each data point for k = 10, k = 20, and k = 30, we have got 3 times 100 coefficients 
for the grid points (let us denote them by x10, x20, and x30), respectively. We may 
estimate the significance of the increase of the coefficients by calculating the 
percentage of the pairs where x30 is larger than, e.g., x10. Such values are plotted 
on Fig. 3. We can see that the speeding up is highly significant for Scandinavia and 
large parts of Central Europe. 
 
 
 

 
Fig. 3. Significance of the increase of warming, when the last 37 years (k = 30) are compared 
to the last 57 years (k = 10, left panel) and when the last 47 years (k = 20) are compared to 
the last 57 years (k = 10, right panel). 

 

 

 
We have performed a model-based k-means clustering of the grid points for 

the regression coefficients. Similar approach was used for a completely different 
data in Hajas and Zempléni (2017). The clearly preferred model was the so-called 
VVV (ellipsoidal covariance structure with variable volume, shape, and 
orientation). 



359  

Fig. 4 shows the time-development of the 13 cluster centers as well as the 
clustering itself. Every single value is positive, in accordance with the widely 
accepted phenomenon of the global warming. This phenomenon was investigated 
at European level (e.g., in van der Schrier et al., 2013), proving the existence of 
the warming, at least from about 1980. But we can show much more: the most 
affected areas can also be identified. Almost all of the curves show a clear upward 
trend, i.e., in almost all cases the coefficient increases as the number of omitted 
years from the beginning of the investigated period increases. This means an 
acceleration of the temperature increase in the last part of the investigated period. 
However, the changes in the coefficients (i.e., the speeding up of the temperature 
increase) are different in the clusters. 

 
 
 

 
Fig. 4. Cluster centers (left) and the clustering (right), based on the regression coefficients 
for the grid points (13 clusters, based on the Gaussian mixture method).  
 
 
 
The clusters differ mainly in their baseline level, the lines were otherwise 

quite parallel, at least up to k = 20, where an interesting change can be observed: 
in some regions the annual increase remains nearly constant, while for others the 
speeding up continues. It is of definite meteorological interest to investigate which 
areas belong to the individual clusters. We may state that Central Europe belongs 
to the clusters with the highest acceleration of the temperature increase. Also a 
quick estimated increase is observed in the western part of the Mediterranean 
region and on Iceland, while the European part of Russia showed the slowest 
increase. It is, however, interesting that for the Iberian Peninsula the temperature 
increase is quick, but it has not increased further in the last period – in accordance 
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to Fig. 1, which shows that in this region the maximal coefficient occurs earlier 
than for most part of Europe (see the orange curve on the left panel of Fig. 4). 
Similar pattern is observable for the northeast, where the increase is the slowest 
(see Figs. 1 and 3). 

The quick, further temperature increase in the already warm regions might 
be interesting from a medical point of view as well, since the further warming of 
this region might result in quicker than expected outbreaks of tropical epidemics 
like malaria. 

5. Conclusions 

As a conclusion, we can claim that to analyze the temperature data by focusing on 
the last decades was a sound idea, as we found interesting patterns in the gridded 
temperature data. The Gaussian model-based clustering has resulted in a clear 
pattern of different regions, which might be a useful start for further climatic 
research. 

The bootstrap is indeed an important tool in evaluating the significance of our 
results. However, one has to be aware of its properties. In case of dependent data, 
we have to take this dependence into account, when planning the bootstrap data 
generating process. We have compared the available methods and it turned out 
that the dependent weighted bootstrap is the most accurate in our case, where the 
dependency is simply modeled by an AR(1) process. The reason, that it 
outperforms the well-known block-bootstrap methods, might be the fact that here 
regression models were investigated. 
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Abstract⎯ Climate is one of the most important factors of tourism development. Tourism 
trends and activities are largely determined by climatic conditions, as well as potential tourist 
investments. South Serbia is characterized by climate diversity on a relatively small territory. 
This region is characterized by heterogeneity and richness in geomorphological, hydrological, 
and cultural tourism resources. However, more intensive tourism development is limited by a 
weak financial tourism base. The aims of the work are to evaluate climatic conditions in the 
main tourism centers of South Serbia and to determine the impact of climate change on the 
development of tourism in the region. Bioclimatic indicators, primarily the tourism climatic 
index, were used as a statistical and qualitative method for the evaluation of climatological data 
for the needs of tourism. The results of the research will point to the advantages, but also to the 
deficiencies of the climate as a tourism resource of South Serbia.  
 

Key-words: climate, tourism, South Serbia, regional development, tourism climatic index 

1. Introduction 

Climate has a significant impact on the development of the tourism and recreation 
sector. In some regions, it represents the resource, which is the development basis 
for this sector of economy. However, climatic characteristics of a certain region 
can be both push and pull factors regarding the development of tourism. The 
adverse climatic characteristics of a particular region (low mean temperatures, 
increased air humidity, high precipitation, reduced insolation, increased wind 
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frequency and speed, etc.) represent the push factors, which increase the tourist 
movement of the local population towards regions with more favorable climatic 
features. Smith (1993) defines climate-dependent tourism as tourism where the 
climate itself attracts visitors who expect favorable weather conditions in their 
holiday destination (typical example is the Mediterranean region). Climate 
changes are recognized by the governing structures and the scientific community 
as an important problem of social development and the environment. Although 
estimates vary widely depending on the modeling procedures used, climate 
change scenarios suggest that the global average surface temperature will increase 
by 1.4 – 5.8 °C between 1990 and 2100. Projections regarding global mean sea 
level indicate a rise of between 0.09 and 0.88 meters throughout the same period 
(Gao et al., 2017). An increase in the frequency and intensity of extreme weather 
events (floods, droughts, heat waves, intensive storms, etc.) is also expected 
(Amelung et al., 2007). 

Climate change represents a major threat to sustainable development of all 
economic sectors. Tourism sector is particularly vulnerable, considering its high 
dependence on climate as a tourism resource. There are several key risks resulting 
from climate change, that impact on economic sectors including tourism: risk of 
disrupted livelihoods resulting from sea level rise and coastal flooding; inland 
flooding in urban areas and periods of extreme heat; influence on infrastructure 
network and services; and risks of loss of ecosystems and biodiversity. Surface 
temperature is projected to rise over the 21st century under all assessed emission 
scenarios. Heat waves will also occur more often, and they will last longer. 
Extreme precipitation events will become more intense. These climatic patterns 
will have negative impact on global tourism industry (IPCC, 2014). 

 Climate change affects the climatic tourism resource of certain regions, as 
well as the competitiveness of tourism travel and tourism expenditure between 
different tourism regions. Due to climate changes, some regions are likely to 
experience substantial increase in attractiveness due to improvements in their 
weather conditions. Others may become significantly less appealing to tourists, 
leading to shifts in the temporal visit patterns and/or actual declines in the number 
of tourists (Amelung et al., 2007). Climate change is considered to be a catalyst 
for structural changes in tourism. Due to climate change, snow cover in many 
tourist winter centers in Europe (especially in the Alps) will diminish. This will 
have a lasting negative impact on tourism industry (Elsasser and Bürki, 2002). 

Climatic characteristics, as well as their variability, affect the length and 
quality of the tourism season, and therefore, the profitability of the tourism 
economic sector. Hence, the vulnerability of the tourism sector due to climate 
variability, as well as long-term climate change, have been the subject of research 
of many scientific papers (Scott nd MacBoyle, 2001; Belén Gómez, 2005; 
Amelung and Viner, 2006; Tzu-Ping and Matzarakis, 2008; Perch-Nielsen et al., 
2010; Joksimovi  et al., 2013; Jahic and Mezetovic, 2014; Basarin et al., 2014; 
Agarin, Jetzkowitz and Matzarakis,  2010; An elkovi  et al., 2016; Roshan, 
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Yousefi et al., 2016; Weir, 2017; Kovacs et al., 2017; Valjarevi  et al., 2017; 
Gavrilov et al., 2018; Roshan et al., 2018; Vukoi i , et al., 2018; Yan et al., 2018; 
Fitchett and Hoogendoorn, 2018). The results of climate changes research in 
tourism regions are used when planning tourism activities, tourism season, 
location of tourism centers and infrastructure. This research has an important 
applicative purpose. The first multidisciplinary studies of climate for the needs of 
tourism appear in works by Houghten and Yaglou (1923), Bedford (1948), and 
Fanger (1970). They pointed to the ratio of radiation, insolation, air temperature, 
humidity, and wind to temperature, humidity, and metabolic processes in the 
human body (bio-climatological parameters). Early climate indices included 
simple climatic indicators, while in Besancenot et al. (1978), Mieczkowski (1985), 
de Freitas (1990), Becker (1998), Belén Gómez (2004), Matzarakis et al. (2008), 
Matzarakis (2009), Roshan et al., (2016) and Sabzevari et al. (2018) more 
complex indicators and equations have been used regarding the energy balance of 
the human body - indexes of comfort. 

From the perspective of tourism, South Serbia is an underdeveloped and 
unutilized region. Its abundance of natural and anthropogenic tourism resources 
provides a real potential for affirmation of various types of tourism. Pan-European 
Corridor X, which is essential for the development of transit tourism in Serbia, passes 
through central parts of South Serbia (the South Morava valley). However, in order 
to improve the level of tourism development, it is necessary to provide a quality 
infrastructure network, a quality receptive superstructure, especially in terms of the 
quality and quantity of accommodation facilities. There are favorable conditions for 
the development of several types of tourism in the region: spa and wellness tourism, 
mountain/ski tourism, city and cultural tourism, rural tourism, and ecotourism. 

Within the studied territory, several tourism regions can be distinguished, of 
which only Kopaonik has used its potential for tourism development. The 
Kopaonik tourism region is the most developed mountain tourism center of 
Serbia. It is recognized as a winter tourism center with modern accommodation 
facilities. Although mountain Kopaonik occupies a central position in Serbia, the 
Kopaonik meteorological station is taken as a representative of the mountain 
climate of South Serbia, because it borders this region from the west. Kopaonik 
is the center of winter sport tourism, and to a lesser extent of recreational, 
congress, and event tourism (Bojovi , 2012). Niš is taken as an example of city 
break and cultural tourism, but in the city and its immediate surroundings there is 
potential for more intensive development of spa, recreational, adventurous, and 
transit tourism. The South Morava tourism region is distinguished by the quantity 
and quality of geomorphological, hydrographic and cultural tourism values. 
However, as in the rest of the studied region, excluding Kopaonik, the tourism 
infrastructure is underdeveloped, which has a negative impact. This tourism 
region has a favorable transport geographical position (Pan-European Corridor 
X). Vranjska Spa was taken as the spa tourism center in the far south of the region. 
Kuršumlija is a typical representative of spa tourism taking into account the three 
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spa resorts in its vicinity, located on the slopes of Kopaonik (Lukovska Spa and 
Kuršumlijska Spa1) and Radan mountain (Prolom Spa). Lukovska Spa is located 
at the elevation of 681 m, and therefore, it complements its balneological and 
sports-recreational tourism offer with elements of winter mountain tourism. The 
mountain zone east and west of the South Morava valley provides opportunities 
for the development of mountain, recreational, and cultural tourism as well. Fig. 1 
presents the location of studied meteorological stations and tourism destinations. 

 
 
 

 
Fig. 1. Geographical positions of meteorological stations and studied tourism destinations 

 
 
 

The aim of this paper is to point out the tourism potential of South Serbia, 
taking into account the different types of climate of this region. Also, the aim is 
to analyze tourism trends and the utilization of tourist capacities in relation to 
climatic conditions. In order to better understand the climate change and its 
actuality, the paper analyses the climatic period from 1990 to 2016. We should 
also point out certain methodological limitations that the authors of the paper have 
encountered. These constraints primarily relate to the lack of specific time series 
for individual climatic parameters, which resulted in a smaller number of 
meteorological stations involved in the research. Also, the network of stations 
itself is not sufficiently branched out through the region and does not cover all the 
climatic altitude zones, nor all tourism regions within the studied territory. 

                                                      
1 Despite its long tradition (over a century long) and the medicinal features of its thermal mineral waters, 

the Kuršumlijska Spa has had no tourism function since 2006, therefore, it will not be the subject of research in 
this paper. 
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2. Materials and methods  

For the purpose of climate valorization in the tourism centers of South Serbia, we 
selected four tourism centers: Kopaonik, City of Niš, City of Vranje, and 
Kuršumlija’s spas (Lukovska, Prolom, and Kuršumlijska Spa). The primary 
approach to this choice is regional. The mentioned locations are situated in 
different parts of South Serbia. Each one is distinguished by different natural 
conditions, geographical, transport, and tourist positions. The second reason for 
this choice is the different forms of tourism attractions, conditioned by specific 
natural and anthropogenic tourism values. One of the main reasons was the 
availability of the necessary data for calculating the tourism climatic index from 
nearby meteorological stations. 

3. Tourism climatic index (TCI) 

Tourism climatic index (TCI) is a synthetic statistical and qualitative method 
which aims to determine the impact of the climate (the most relevant climate 
elements) on the quality of tourism experience (Mieczkowski, 1985). This index 
is based on bioclimatic indicators, in fact on the degree of physical comfort of 
people in different climatic conditions. Based on the average monthly values of 
seven climatic parameters (average daily maximum air temperature, average daily 
air temperature, average daily minimum air humidity, average daily air humidity, 
total precipitation, total insulation, and average wind speed), Mieckowski 
presented a model which can be used for calculating the tourism climate 
valorization potential.  

The tourism climatic index values are obtained on the basis of the following 
formula:  

 
 TCI = 2(4Tc + Tc24 + 2R + 2S + W). (1) 
 

Since tourism activities mostly occur during the day, temperature and 
relative air humidity have the greatest importance for calculating TCI. Tc signifies 
thermal comfort, which is obtained by combining the maximum daily temperature 
and the minimum daily relative air humidity. The values of both variables usually 
occur between 12 and 16 hours p.m., when tourists tend to be most active in the 
open. Thermal comfort for 24 hours (Tc24) is obtained by combining the average 
daily temperature and the average daily relative air humidity. The values of both 
indicators are derived from the diagram presented in Fig. 2. Thermal comfort is 
defined as condition of thermal neutrality (thermal benefits) in which the heat 
conditions of the environment and the human body are balanced. R signifies the 
average precipitation (mm), S is the average daily insolation (hours per day), and 
W is the average wind speed (m/s). The values of each parameter range from -3 
points (extremely unfavorable) to 5 points (optimal). The sum of these 
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components is multiplied by 2, so that the maximum possible TCI score can reach 
100. Although these indices are designed based on the available biometric 
literature and climate data of the time, the system for valuing these subindices as 
well as the final TCI values are descriptive and subjective. TCI is a method of 
systematic evaluation of tourism climate in different regions of the world, using a 
scale that is easily comparable. The TCI values are descriptively evaluated in the 
following way: the ideal time (index 90 – 100), excellent (80 – 89), very good (70 
– 79), good (60 – 69), acceptable (50 – 59), possible (40 – 49), undesirable (30 – 
39), very undesirable (20 – 29), extremely undesirable (10 – 19), and impossible 
(-30 – 9) (Mieczkowski, 1985). 

 
 
 
 

 
Fig 2.  Diagram of thermal comfort evaluation (Tc) (Mieczkowski,1985). 

 
 

 
 

Despite combining several different components, the obtained results of TCI 
are not compatible with all tourist activities and types of tourism. Certain tourist 
activities (in accordance with the types of tourism) take place during different 
climatic conditions compared to those with a diminishing, or even negative impact 
(according to TCI). In particular, TCI is not relevant for winter mountain tourism. 
For tourism centers of this type, the length of snow cover, insolation, air 
temperature, wind speed, and albedo are of crucial importance (Matzarakis, 
2006). 
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Table 1. Matrix for evaluating precipitation, insolation, and wind 

Points R (mm) S (h) W (m/s) 

5.0  14.9 >10 < 0.8 

4.5 15.0 – 29.9 9 – 10 0.8 – 1.5 

4.0 30.0 – 44.9 8 – 9 1.6 – 2.5 

3.5 50.0 – 59.9 7 – 8 2.6 – 3.3 

3.0 60.0 – 74.9 6 – 7 3.4 – 5.4 

2.5 75.0 – 89.9 5 – 6 5.5 – 6.7 

2.0 90.0 – 104.9 4 – 5 6.8 – 7.9 

1.5 105.9 – 119.9 3 – 4 - 

1.0 120.0 – 134.9 2 – 3 8.0 – 10.7 

0.5 135.0 – 149.9 1 – 2 - 

0 150.0 – 209.0 0 – 1 >10.7 

-0.5 - - - 

-1.0 210.0 – 269.9 - - 

-1.5 - - - 

-2.0 270.0 – 329.9 - - 
Source: Mieczkowski, 1985 
 
 

 
 

According to Köppen climate classification, in the region of South Serbia the 
C (moderately warm) and D climate types (moderately cold) are predominant 
(including several types and subtypes). Therefore, the predominant climate 
throughout South Serbia, including the research areas of Niš, Vranje, and 
Kuršumlija, belongs to the Cfb subtype (a moderately warm and humid climate 
with moderate summer temperatures). The highest parts of Kopaonik mountain, 
including the meteorological station on this mountain, are located in the Dfc 
climate zone (a moderately cold and humid climate with moderate summer 
temperatures). This climate is typical of mountain areas over 1200 m above sea 
level. We can also identify the transitional subtype between these two climates – 
the Dfb climate, which is characterized by a moderately cold and humid climate 
with warm summer temperatures (Milovanovi  et al., 2017).  
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4. Results 

The continuous development of the four selected tourist centers resulted in an 
increase in the number of tourist visits. The number of tourists, during the 
observed ten-year period 2007–2016, increased from 177,193 to 232,555, which 
resulted in an increase of 31.2%. Positive changes were also reflected in the 
increase of overnight stays by 28.8%. Looking at these tourism centers 
collectively, accommodation capacities are occupied by tourists more evenly 
throughout the year. The most visited month was December (10.1%), while the 
smallest number of tourists was recorded in November (6.1%).  

From 2007 to 2016, the highest average number of tourists was recorded in 
Kopaonik (81,993 or 46.4%), as indicated by the data in Table 2. In accordance 
with the largest number of tourists, Kopaonik also has a leading position in the 
number of overnight stays (357,182 or 56.7%). The second largest tourist center 
is the city of Niš with an average number of about 66,000 tourists. It is followed 
by Kuršumlija’s spas and Vranjska Spa with the smallest average number of 
tourists. Regarding the place of origin, domestic tourists are predominant (70.5%). 
During the observed period, there was a constant increase in the number and 
relative share of international tourists (from 21.8% to 29.5%). Niš is an important 
tourist center for this part of Serbia and a transit city, in 2016 it had a higher share 
of foreign tourists in the total number of tourists (52.5%). That same year, the 
share of international tourists was practically negligible only in Vranjska Spa 
(6.2%). 

 
 
 
Table 2. Basic indicators of selected tourist centers 

Tourist center Kopaonik 
Lukovska 

and 
Prolom Spa 

Niš Vranjska 
Spa 

Average number of tourists 2007-2016 81,993 23,337 66,009 5,737 

Average number of overnight stays 2007-2016 357,182 129,856 106,708 35,785 

Average number of overnight stays per tourist 4.4 5.6 1.6 6.8 
Source: Statistical Office of the Republic of Serbia (2017)  

 
 
 
According to the length of the average stay of tourists expressed through the 

average number of overnight stays of one tourist, the mentioned tourist centers 
can be classified into two types. Vranjska Spa is an example of a stationary form 
of tourism. In spite of the smallest number of tourist visits, the longest average 
stay is recorded in this spa (6.8). Vranjska Spa has a special rehabilitation hospital, 
which is why this tourist center has a primary healthcare function. The average 
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number of overnight stays recorded in Kopaonik and in Kuršumlija’s spas is 
smaller than in Vranjska Spa. These tourist centers also have healthcare, sports, 
and recreational functions. With the shortest average stay of tourists (1.6), Niš is 
a typical example of a city break and transit tourism destination. 

Fig. 3 shows the average number of tourists by months in tourism centers of 
South Serbia. According to this data, the tourism centers of South Serbia are not 
characterized by seasonality in tourism travel. However, during the summer 
months, the largest share of tourist visits (30–36%) and overnight stays (30–42%) 
is recorded in Niš and in the spa tourism centers of South Serbia. The winter 
minimum in tourism travel is only noticeable in the spas of Kuršumlija (13.4% of 
tourist visits and 9.7% of overnight stays). Kopaonik, as the most important center 
of winter tourism in Serbia, has a somewhat more pronounced seasonality. During 
the winter months (December-March), an average of 60% of visits and 69% of 
overnight stays are recorded in Kopaonik. Here, tourism travel is minimal during 
the summer months (around 14% of tourist arrivals and overnight stays). 

 
 

 

 
Fig. 3. Average number of tourists by months in Kopaonik, Niš, Prolom, Lukovska, and 
Vranjska Spa. Source: Statistical Office of the Republic of Serbia (2017).  

 
 
 

The climate indicators which are used to determine the TCI for selected 
tourism centers are shown in Table 3. The analysis included the data from the 
following meteorological stations: Kopaonik (1.710 m), Kuršumlija (382 m), Niš 
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(210 m), and Vranje (432 m). The data of each indicator refers to the mean 
monthly values for the 27-year period from 1990 to 2016. 

 
 
Table 3. Average monthly values of climatic parameters for Kopanik, Kuršumlija, Niš, and 
Vranje 

Kopaonik I II III IV V VI VII VIII IX X XI XII 
Tmax -0.7 -0.7 1.9 6.1 11.5 15.3 17.6 18 12.7 9.4 4.6 0.2 
Tavg -4.3 -4.4 -2 2.3 7.3 11.1 13.1 13.3 8.8 5.1 1.6 -3.4 
rmin 26 28 29 30 32 38 31 34 34 24 23 27 
ravg 82 82 82 81 80 78 75 74 78 81 81 84 
R 63 64.2 84.4 94.5 119 102.3 90.1 71.2 92.2 79.6 76.9 74.5 
S 3.1 3.5 4.3 5 8.9 7.7 8.7 8.4 6 5.1 4.9 2.9 
W 3.6 3.9 4 3.9 3.5 3.1 3 2.9 3.2 3.6 4 3.8 

Kuršumlija I II III IV V VI VII VIII IX X XI XII 
Tmax 5.3 7.4 12.1 17.4 22.3 26 28.6 29.4 23.5 18 12.1 5.8 
Tavg 0.4 1.8 5.7 10.7 15.1 18.8 20.7 20.5 15.8 10.7 6.5 1.3 
rmin 44 36 31 27 32 34 31 29 33 35 41 45 
ravg 83 79 74 72 75 74 68 71 78 81 82 84 
R 44 44.1 53.8 57.5 71.1 55.6 66.3 42.4 58.8 59.1 53.4 56 
S 2.6 3 4.4 5.9 6.5 8.2 9.3 8.8 6.2 4.3 3.3 2.2 
W 1 1.2 1.4 1.3 1.2 1.1 1.2 1.2 1.1 0.9 1 1 

Niš I II III IV V VI VII VIII IX X XI XII 
Tmax 5.2 8.1 13.5 18.7 23.8 27.8 30.5 30.7 25.1 19.2 12.9 6 
Tavg 1 2.9 7.4 12.4 17.2 21 23.1 22.9 17.7 12.5 7.3 2 
rmin 40.3 32.2 24.6 23.9 25.9 26.8 22.9 23.4 26.3 31.3 36.1 43.4 
ravg 79.3 73.4 65.2 63.8 65.7 64 60 60.3 67.6 73.6 76.2 80.1 
R 41.4 38.8 43.3 58 67.4 53.4 46.4 44.2 52.8 54.8 50.4 50.9 
S 2.1 3.4 5.1 5.8 6.9 8.5 8.9 8.9 6.6 4.7 2.9 1.7 
W 1.1 1.4 1.7 1.4 1.2 1.1 1.1 1 1 1 1.1 1.2 

Vranje I II III IV V VI VII VIII IX X XI XII 
Tmax 4.6 7.6 12.6 17.5 22.6 26.7 29.4 29.8 24.3 18.5 11.8 5.2 
Tavg 0.3 2.4 6.6 11.3 16.1 20 22.2 22.2 17 11.9 6.6 1.2 
rmin 45 33 24 23 24 26 23 22 24 31 38 46 
ravg 82 74 67 65 66 64 59 59 67 74 79 83 
R 38.8 39.1 39.7 54.5 61.1 55.4 46 40.5 52.1 62.7 54.9 51.1 
S 2.4 3.8 5 5.8 7.4 9.4 10.5 9.8 6.8 4.9 3 1.9 
W 2.3 3.2 4.1 2.5 2.2 2.7 2.8 2.7 3.1 2 2.1 2.2 

Explanation: Tmax – maximum daily air temperature (° C), Tavg – average daily air temperature 
(°C), rmin – minimum daily relative humidity (%), ravg – average daily relative humidity (%),  
R – total precipitation (mm ), S – total daily insolation (h), W– average wind speed (m/s). 
Source: Meteorological yearbook (2017)  
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5. Discussion  

According to the data, the average monthly values of the tourism climatic index 
(TCI) are calculated for the period from 1990 to 2016 (Table 4). The obtained 
results indicate a twofold impact of the climate conditions on the development of 
tourism in South Serbia (there are considerably more favorable climatic 
conditions in Kuršumlija, Vranje, and Niš, compared to Kopaonik). The natural 
factor is emphasized as the main determinant that affects the quality and duration 
of the favorable climatic conditions for the development of tourism. 

 
 
 

Table 4. Total values of TCI by months 

Station Jan Feb March Apr May Jun Jul Aug Sep Oct Nov Dec 

Kopaonik 34 34 36 38 49 56 65 71 47 47 39 33 

Kuršumlija 44 49 54 66 74 85 82 83 80 67 52 43 

Niš 45 50 59 65 78 84 83 85 80 67 51 42 

Vranje 44 48 55 68 78 87 88 84 80 63 51 40 

 
 
 

 
The average monthly TCI values in South Serbia range from 33 (undesirable) 

to 88 (excellent) index points. The contrast between the summer (July, August, 
and September) maximum and the winter (December, January and February) 
minimum of TCI values is obvious. It sets summer apart as the most suitable 
season for the development of tourism in South Serbia. Between Kopaonik and 
the other three reference meteorological stations, there is a significant difference 
of TCI values. Altitude is the main climatic factor that lowers TCI values in 
Kopaonik. The average monthly temperatures from December to March do not 
exceed 0o C (from -2 C to -4.5 C), while the mean November temperature is 
1.6 C, and in April it is only 2.2 oC. According to the TCI and because of 
extremely low values of air temperature and insolation, the period from November 
to April is undesirable in terms of climatic conditions for the development of 
tourism. Due to the fact that Kopaonik is the leading center of ski tourism in 
Serbia, the significance of TCI should be taken with reservations. In the months 
(December, January, February, and March) with the lowest TCI values (from 33 
to 36 index points), 60% of the annual tourist traffic is achieved. Because of this 
fact, it is noticed that TCI ignores the qualitative characteristics of some climatic 
elements that are crucial for the development of winter tourism (length of snow 
cover and its depth). The same conclusion was drawn on the case of TCI 
assessment for mountain tourist places of Montenegro (Joksimovi  et al., 2013). 
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With higher temperature and insolation from May to August, there is a continuous 
increase in TCI values. Unlike the other three observed meteorological stations in 
South Serbia, the maximum TCI values in Kopaonik occur in two months (July – 
good, August – very good). July and August are the hottest (with a mean monthly 
temperature above 13oC) and the sunniest (with an insolation value of more than 
8h per day) months in Kopaonik. In September, the weather conditions 
deteriorate, which is followed by an evident drop in the values of all climatic 
elements, as well as TCI (from 71 to 41 index points).  

In accordance with different climate factors that shape the climate of lower 
altitudes in South Serbia, there are significantly different TCI values in this part 
of the region. Although the observed cities are located at the opposite ends of the 
studied area, Kuršumlija, Niš and Vranje have a very similar monthly regime of 
TCI changes. In all of the three cities, during the winter period, TCI ranges 
between 40 and 49 index points. Compared to Vranje and Kuršumlija, the first 
spring month (March) in Niš is warmer by 1.5 o C to 2 o C. This is why the value 
of TCI is higher in Niš. The biggest differences in TCI values between these three 
cities are in July (Vranje 88, Niš 83, Kuršumlija 82). Although Niš is the hottest 
city in the region (the mean temperature in July is 23.1 oC), the length of direct 
sunshine (insolation) results in increasing the July TCI value in Vranje. The 
surroundings of the Kuršumlija basin, i.e., Kopaonik, Radan and Vidojevica 
mountains, lead to a reduction of average summer temperatures by one to two 
degrees. With lower temperatures, slightly higher air humidity (up to 10% higher 
than in Vranje and Niš), lower wind speeds and a higher insolation value (during 
July and August Kuršumlija is sunnier than Niš). There are very favorable bio–
climatological conditions for the development of tourism in this part of South 
Serbia. With the rapid decline of air temperatures and insolation in autumn 
months, the TCI decreases, and climatic conditions vary, from good to acceptable. 

Fig. 4 and Table 5 show the regression and correlation analysis. The aim of 
this analysis is to determine the connection between the annual TCI regime and 
the number of tourists in the selected tourism centers. 

The lowest coefficient of correlation (-0.65) and regression (0.41) is recorded 
in Kopaonik. Fig. 4 indicates a negative link between the TCI and the number of 
tourists, which was confirmed by the correlation coefficient value of -0.65 
(Table 5). Negative values of correlation and regression occur, because TCI 
reaches the highest values in July and August, and the number of tourists in 
January, February, and March (in these months, TCI is on a minimum level). 
Kopaonik is an example that shows the irrelevance of TCI in assessing climate 
conditions for the development of tourism in winter tourism centers. 
Exceptionally low temperatures in the winter months and a low insolation value 
cause the occurrence of minimum TCI values in Kopaonik at the peak of the 
tourist season. In order to increase the relevance of this index, when assessing the 
climate conditions for the development of winter tourism centers, it is necessary 
to add new climatic elements such as the height and length of snow cover. Also, 
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low air temperatures during the winter months should be included to increase the 
TCI values. We can conclude that Kopaonik has insufficiently used its potentials 
for development of tourist activities during the summer months.  

 
 
 

 

 
Fig. 4. Regression analysis between the TCI values and the number of tourists. 

 
 
 

Table 5. Coefficient of correlation 

Tourism centres Coefficient of correlation 

Kopaonik -0.65 

Lukovska and Prolom Spa 0.93 

Niš 0.89 

Vranjska Spa 0.68 
 

 
 

Coefficients of regression and correlation show very high values in Niš. The 
end of summer and the beginning of autumn are the periods with the largest 
number of tourists in this city. Also, TCI still records high values in these months, 
which leads to a high coefficient of correlation (0.89). In many larger urban 
centers, autumn is the period of the year with the highest number of tourists. Niš 
is characterized by a rich touristic offer during the summer months. This is why 
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the season of increased tourist numbers starts in July. Because of the favorable 
geographical position, at the point of contact of two major highways of the Balkan 
Peninsula (E75 and E80), during the summer season Niš is visited by an 
increasing number of tourists who are in transit towards the Aegean Sea resorts.  

Compared to Niš, correlation (0.68) and regression (0.46) coefficients in 
Vranje show significantly lower values. From November to June, there is on 
average 3,400 to 4,200 tourists staying in the spa resort. July, August, and 
September are the months with a slightly larger number of tourists (between 5,400 
and 6,300). The reason for low correlation and regression values is a relatively 
even number of tourists in Vranjska Spa throughout the year on the one hand, and 
the large seasonal variations of the TCI on the other (the number of tourists does 
not decrease with a decrease of TCI values).  

The highest correlation (0.93) and regression (0.87) coefficient values are 
obtained in Kuršumlija (Lukovska and Prolom Spas). The monthly regime of the 
number of tourists and TCI are fully harmonized in this area. The peak of the 
tourist season coincides with the maximum TCI values. Also, during the autumn 
and winter months, both indicators fall equally. 60% of the annual turnover of 
tourists is realized from June to September – the months during the year when the 
climatic conditions for the development of tourism are very good (from 70 to 80 

CI index) and excellent (from 80 to 90 TCI). The extremely high correlation 
coefficient indicates a very high valorization of bioclimatic potentials for the 
development of tourism in Lukovska and Prolom Spas.   

6. Conclusion 

Based on the TCI value, the territory of South Serbia has very favorable conditions 
for the development of tourism. However, the climate is not sufficiently valorized 
as a tourism resource, in comparison to the tourism potential that the region has 
as a whole. We should take into account the relatively small number of tourists, 
inadequate tourism infrastructure, and the insignificant role of tourism in the 
economic structure of this underdeveloped region of Serbia. In addition, the TCI 
shows that the climate, mainly in spa resorts, does not play a decisive role in 
tourist visits and the utilization of tourism centers in this region.  

The tourism climate index used in this paper has certain limitations. The 
limitations refer to its application in mountain touristic centers. Mountain tourism 
centers are predominantly focused on the development of winter tourism, which 
means that certain climatic elements, that are excluded by Mieczkowski (such as 
snowfall, snow cover and length), have a major impact on the development of 
tourism. These climatic elements should be used in the process of measuring the 
TCI. Also, it is necessary to modify the influence of low temperatures on the TCI 
values, because they contribute to a better utilization of natural conditions for the 
development of winter tourism. This opens up the possibility of TCI 
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diversification, i.e., the use of different input data for summer and winter tourism 
centers. The spatial expansion of tourist movements, the development of tourism 
in new and formerly underdeveloped areas, the emergence of new types of 
tourism, as well as climate changes, further encourage the need for diversification 
of input data in the TCI calculation process. 

One of the further lines of research in this scientific field could include the 
whole territory of Serbia. Regionalization of Serbia according to TCI would be of 
great importance in the planning and development of tourism regions. By 
analyzing the correlation between the TCI values and the number of tourists on a 
monthly basis in certain tourism centers, we become aware of an insufficient 
utilization of natural potentials for tourism development in certain parts of the 
year. This type of analysis can influence decisions on the possible extension of 
the tourism season in tourism centers specialized for only one type of tourism (i.e. 
Kopaonik and ski tourism). 

Climate conditions for the development of tourism are significantly more 
favorable in Niš, Kuršumlija’s spas, and Vranje, than in tourism centers located 
at higher altitudes. In these centers, favorable bioclimatic conditions in the form 
of high temperatures during the summer months, high insolation (especially in the 
summer months), and absence of strong winds year-round are particularly 
important for tourism. This index does not take into account the key climatic 
parameters for the development of ski and mountain tourism (negative 
temperatures in the winter season, snow depth and snow cover duration, absence 
of strong winds, or occurrence of blizzards). Therefore, there is a discrepancy 
between the TCI value and the number of tourists in the Kopaonik mountain 
tourism center. Because of these shortcomings, there is a real and practical need 
for future research with the aim of eliminating them. It is necessary to improve 
TCI, or to make a modified version that would have a larger and more functional 
application in determining the favorable climatic conditions for the winter 
tourism. 

The development of tourism in continental conditions has had a positive 
influence on the development of spa tourism in South Serbia in the last years. 
However, due to the traditional understanding of the concept of spas as 
rehabilitation centers in Serbia, their tourism function is of secondary importance. 
In all the selected spa centers, climate conditions are favorable for the 
development of tourism, especially during the summer season. Climatic 
characteristics provide an opportunity for the development of different and 
complementary aspects of tourism. However, tourism centers in South Serbia lack 
supplementary tourist contents, which would make better use of their tourism 
resources (Valjarevi  et al., 2017). The tourism development of Kopaonik should 
move towards the affirmation of tourism centers on the mountain sides at lower 
altitudes (in particular from the eastern side), as well as the promotion of 
alternative forms of tourism in the offseason period, especially bearing in mind 
the favorable climatic conditions present in this period. The Niš tourism region is 
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not sufficiently exploited, taking into account the abundance of tourism resources 
and its favorable transport location.  

“According to the size of Serbian territory, further studies might involve a 
considerably larger and wider area taking into consideration the actual scenarios 
of climate changes with respect to regional variations. The results of climate 
indices and their marketing contribute to choosing the most appropriate 
destinations for a certain type of climate treatment or recreation” (An elkovi  et 
al., 2016). The tourist centers of South Serbia are not sufficiently represented on 
the international tourism market (Vesi  and Živanovi , 2018). Due to the 
insufficient development of tourism in South Serbia, TCI as an indicator has 
greater significance. The values of this indicator can be used when planning future 
tourism development, a better utilization of accommodation facilities and the 
development of complementary types of tourism that are dependent on climatic 
conditions. 
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Abstract⎯ Recent climate change has been caused by interaction of natural processes 
and the anthropogenic factor. In turn, it incites the pronounced natural and socio-
economic changes. It is the air temperature that plays a pertinent role in understanding the 
climate change problem. Southeast Europe, including Bosnia and Herzegovina (B&H), is 
highly relevant for the observations of regional differences in changes of air temperature 
regime. From the regional-geographical point of view, South and Southeast B&H cover 
26.5% (13.568 km²) of B&H territory (51.209 km²). It is from south and southeast that 
the Mediterranean impacts from the Adriatic Sea penetrate into the defined region, which 
further affects the variability of climate conditions in B&H. The paper presents trends in 
three parameter categories: mean annual, mean maximum, and mean minimum air 
temperatures in the territory of South and Southeast B&H. The aim of the paper is to 
demonstrate the likely climate change based on air temperature trends. Methodologically, 
temperature trends were processed by using the Mann-Kendall trend test. For the purpose 
of the analysis, available data from four meteorological stations in South and Southeast 
B&H for a 56-year period were used. Based on the obtained results, a statistically 
relevant positive trend was observed in all twelve time series. According to the analyzed 
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trends, the increase of air temperature was dominant in the target area. The application of 
Geographical Information System (GIS) tools indicated the presence of regional 
differences in air temperature distribution. An evident phenomenon is the combined 
impact of the orography of the region and the maritime influence. The occurring climate 
change affects specific social sectors, so the problem must be addressed properly. 
Another pertinent fact is that the climate change problem has not been adequately 
analyzed in the strategic documents in B&H.  

 
Key-words: climate change, air temperature trends, Mann-Kendall trend test, GIS tools, 
South and Southeast Bosnia and Herzegovina 
 

1. Introduction 

According to highly reliable data from IPCC, the period from 1983 to 2012 was 
the warmest thirty-year period in Northern Hemisphere over the last 800 years 
(IPCC, 2014). The mean global surface temperature on Earth determined by the 
linear trend indicated the 0.85 °C increase during the period from 1880 to 2012. 
Regional differences referring to the increase of mean global temperature range 
from 0.65 °C to 1.06 °C (Blunden, et al., 2018). Interactions between natural 
processes and human activities have caused the global air temperature values for 
the 2005–2015 decade to increase (0.87 °C) in comparison with the preindustrial 
values. If the current trend remains unchanged, projections of the global air 
temperature indicate a 1.5 °C increase for the period from 2030 to 2052 
(Papalexiou, 2018; IPCC, 2018). There have been multiple attempts to reduce 
the anthropogenic impact on global climate. It was in 1989 that the Montreal 
Protocol was ratified by 197 countries in order to preserve the ozone layer 
(Downie, 2012). The 1997 Kyoto Protocol projected the reduction of gas 
emissions affecting the global warming (Breidenich, 1998). The current Paris 
Agreement on Climate Change ratified in 2015 has resulted in many 
controversies, as the signatory countries lack the uniformity in its 
implementation ( eske, 2019). The mean annual air temperature in Europe was 
1.6–1.7 °C higher over the last decade (2008–2017), which made this decade the 
warmest ever documented (EEA, 2018). Apart from reports, many authors have 
analyzed temperature trends. Klein Tank and Können (2003) used data from 168 
European meteorological stations for the period 1946-1999 and specified the 
tendency of growth of mean European air temperature. From 1977 to 2000, the 
trends grew in Central and Northeast Europe. Mediterranean air temperature trends 
were lower and the temperature increase was more evident in winter than in 
summer (Alcamo et al., 2007). Therefore, the 20th century witnessed the air 
temperature increase in most Europe, and the changes were most evident in the 
1990s (Kovats, et al., 2014). A similar trend continued in the years to follow as it 
was in the 21th century, that the four warmest years were registered ever since the 
first measurements started - 2015, 2016, 2017, and 2018 (WMO, 2019). Time-space 
interruptions and different methods of interpolation have been the main 
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shortcomings of all measurement results so they should be used carefully (Blunden 
and Arndt, 2015). Generally, there have been both annual and seasonal increases of 
mean air temperature in Europe (Brázdil et al., 1996; Brunetti et al., 2004; Feidas, 
et al., 2004; Brunet et al., 2007; Chen et al., 2015; Werz and Hoffman, 2016).  

Earlier studies in Southeast Europe addressed the air temperature trends on 
regional levels (Jovanovi  et al., 2002; or evi , 2008; Unkaševi  and Toši , 
2013; Buri  et al., 2014; Bajat et al., 2015; Toši  et al., 2016; Gavrilov et al., 
2015, 2016, 2018; Trbi , et al., 2017; Ba evi  et al., 2018; Popov et al., 2018b, 
Vukoi i  et al., 2018) and dealt with aridity as an indicator of climate change in 
higher regions (Ba evi  et al., 2017; Radakovi  et al., 2017; Milentijevi  et al., 
2018). 

This paper analyzes recent air temperature trends. Earlier studies in Bosnia 
and Herzegovina (Trbi  et al., 2017; Popov et al., 2017, 2018a, 2018b) also 
established an increasing trend of mean annual air temperature.  

Speaking of the impact of climate change onto specific economic areas in 
Bosnia and Herzegovina, there is a high risk of extreme climate events such as 
drought (Sheffield and Wood, 2007; Orlowsky and Senewiratne, 2013; Stagge et al., 
2015; Spinoni et al., 2015, 2017). Future projections anticipate a growing 
frequency of this natural disaster in Europe, so it is crucial to undertake adequate 
measures. These measures are actually adaptation to the drought phenomenon, 
which is the cause of many socio-economic changes connected with nature, 
agriculture, and available water resources (Bressers et al., 2016). 

This scientific paper comprises the following sections: 1) introduction; 2) 
description of research area; 3) used data and methodology; 4) obtained results; 
5) discussion; 6) concluding remarks.  

2. Study area  

South and Southeast B&H share the borderline with Republic of Croatia in 
southwest and south and Republic of Montenegro in southeast, whereas the 
northern line of delineation follows the municipalities of Livno, Tomislavgrad, 
Prozor, Konjic, Kalinovik, Foch, and ajni e (Republic of B&H) (Fig. 1). The 
research area is located between the 44°23' (the municipality of Livno) and 
42°55' (the municipality of Trebinje) northern latitudes and 16°52' (the 
municipality of Livno) and 19°25' (the municipality of ajni e) eastern 
longitudes. The following meteorological stations were used for the purpose of 
the research: Livno (43°49 22  N, 17°00 04  E, and 739 m altitude), Mostar 
(43°20 53  N, 17°47  38  E, and 48 m altitude), Ivan Sedlo (43° 45 04  N, 
18°02 10  E, and 955 m altitude), and Bile a (42°52 04  N, 18°25 29  E, and 
480 m altitude) (Fig. 1, Table 1).  
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Fig. 1. Geographical position of South and Southeast B&H with landmarks of analyzed 
meteorological stations. 

 
 

 
 
Table 1. Meteorological stations in South and Southeast Bosnia and Herzegovina 

Station No. Station location Altitude Latitude Longitude 

1 Livno 739 m 43° 49  22  N 17° 00  04  E 

2 Bile a 480 m 42° 52  04  N 18° 25  29  E 

3 Mostar 48 m 43° 20  53  N 17° 47  38  E 

4 Ivan Sedlo 955 m 43° 45  04  N 18° 02  10  E 

 
 
 

 
From physical-geographical aspects, the area is characterized by extreme 

holokarst located in the Outer Dinarides. The region covers watersheds of the 
Neretva and Trebišnjica rivers and their tributaries, as well as the upper Drina 
River. Holokarst largely affects the air temperature, particularly in summer, due 
to bare rocky ground which heats quickly (e.g., Mostar area). The climate is 
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diverse ranging from the pronounced Mediterranean climate on the Adriatic 
coast (Neum), the altered Mediterranean climate in the lower Neretva River 
(Mostar at 48 m altitude) suitable for early vegetable and Mediterranean fruit 
(this type of climate also occurs in Trebinje and Popovo Polje at around 280 m 
altitude), the continental climate in most of the region, and, finally, typical 
mountain climate at high mountain ranges (Markovi , 1972; Rodi , 1975). 

3. Data and methods 

3.1. Data 

The paper analyzed air temperature trends in the target area for the period from 
1961 to 2017. Data from four meteorological stations published at 
Meteorological almanacs of the Hidrometeorological Institute of the Republic of 
Srpska (https://rhmzrs.com/?script=lat) and the Hidrometeorological Institute of 
the B&H Federation (https://www.fhmzbih.gov.ba) were used. There were 
interruptions in measurement at most meteorological stations, especially during 
the 1991–1995 war. The percentage of the missing data is 8.9% for Livno and 
Ivan Sedlo and 7.1% for Bile a. An exception is the Mostar meteorological 
station, at which there were intermittent measurements during the target time 
frame. Due to reasonable grounds, the missing data were compiled by using an 
interpolation method (Kilibarda et al., 2015). The paper uses linear interpolation 
which represents the simplest method for interpolation of a data set. It is defined 
as the arithmetic mean of linear interpolants between two neighboring data pairs 
(Hazewinkel, 1990). MICROSOFT OFFICE EXCEL was the program used for 
the interpolation of the missing data. 

Geographical coordinates and altitudes of meteorological stations are given 
in Table 1. The hypsometry of selected stations differs. For instance, relative 
altitude difference between Mostar meteorological station (48 m) and the highest 
meteorological station at Ivan Sedlo (955 m) reaches 907 m, which indicates the 
diversity of climate conditions. The pronounced hypsometric differences among 
the stations generate a vertical thermal gradient – the average decline in air 
temperature is 0.65 °C/100 m altitude (Oliver, 2005). The terrain orography and 
the vicinity of the Adriatic Sea contribute to the climate diversity, so the 
analyzed data are presented for each meteorological station independently.  

The paper displays results obtained through analysis of air temperature as a 
climate variable. The air temperatures are categorized in three classes: mean 
( ), mean maximum ( ), and mean minimum air temperatures ( ). The 
mean air temperature values are available from meteorological yearbooks. The 
extreme temperature values are presented by using mean maximum and mean 
minimum air temperature values. These were calculated as a ratio of the sum of 
mean monthly air temperatures and interval duration, i.e., the number of months 
in a year (Milosavljevi , 1990). 
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The total of twelve time series was determined through the analysis of the 
aforementioned parameters. Each of the series was assigned an adequate 
acronym combining the abbreviation of the meteorological station, the year, and 
the temperature type (Table 2). 
 
 
 
 

Table 2. List of 12 time series to calculate surface air temperature trends in South and 
Southeast Bosnia and Herzegovina 

Station Year ( ) 

 
Livno (L) 
 
 
Bile a (B) 
 
 
 
Mostar (M) 
 
 
Ivan Sedlo (I) 
 

 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 

3.2. Methods 

Three statistical approaches were used in the air temperature trend analysis. The 
first approach refers to the linear trend equation (Draper and Smith, 1966), 
which was designed for each time series separately. Independent of the initial 
step, all trends were tested by using the non-parametric MK trend test (Mann, 
1945; Kendall, 1938). The third step referred to the definition of trend 
magnitude determined through the trend equation (Gavrilov et al., 2016). The 
MICROSOFT OFFICE EXCEL program was used to determine air temperature 
trends. XLSTAT software (https://www.xlstat.com/en) was used to calculate the 
p reliability level and test our hypotheses. GIS is used as a potent tool for the 
analysis and numerical modeling of a whole range of climate data (Collins and 
Bolstad, 1996). 
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3.2.1. Trend equation 

The linear trend method is an extremely relevant technique used in order to 
analyze, evaluate, and distribute both long-term and short-term changes in air 
temperature (Herrmann et al., 2005; Heim, 2015; Ghebrezgabher et al., 2016). 
Its general form is:  
 
 = + ,  (1) 

 
in which y is the air temperature expressed in °C,  is the gradient, x is the time 
series, and b is the initial temperature. The air temperature trend value correlates 
with the gradient. There are three possible scenarios: ) the gradient is higher 
than zero – the trend is positive (growing); b) the gradient is smaller than zero – 
the trend is negative (declining), or c) the gradient is equal to zero – there is no 
trend (without alterations). 

3.2.2. Trend magnitude 

The trend magnitude is determined by using the linear trend equation (Gavrilov 
et al., 2016) as follows: 
 
 = 1961 2017 , (2) 

 
in which  is the trend magnitude expressed in °C, y (1961) is the air 
temperature at the beginning of the period, and y (2017) is the air temperature at 
the end of the period. There are three possible scenarios with the trend 
magnitude: )  is higher than zero – the trend is negative (declining); b)  is 
smaller than zero – the trend is positive (growing), and c)  is equal to zero – 
there is no trend (without alterations). 

3.2.3. Mann-Kendall (MK) test 

Apart from the regression analysis, the non-parametric Mann-Kendall test was 
used to additionally assess the presence or absence of the trend (Mann, 1945; 
Kendall, 1938). The following two hypotheses were tested by using the MK test: 
the zero hypothesis (H0), which indicates the absence of the trend in the time 
series and the alternative hypothesis Ha, in which there is a statistically relevant 
trend in the time series for the given relevance level ( ). The p value has a 
central role in the MK test (Karmeshu, 2012; Razavi et al., 2016). The p value 
determines the hypothesis reliability level. If the p value is smaller than the 
selected  relevance level (commonly =0.05 or 5%), the hypothesis H0 should 
be rejected and the hypothesis Ha should be adopted. As opposed, if p is larger 
than the  relevance level, then the hypothesis H0 is adopted (Mudelsee, 2010; 
Hennemuth et al., 2013). 
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3.2.4. Geographical Information Sistem (GIS) numerical analysis 

Geographical Information System (GIS) is a powerful tool for modeling climate 
data. The greatest advantage of the GIS numerical analysis is the analysis of the 
region itself with all its integrated climate data. Geostatistical methods of 
interpolation and semi-variogram are of primary pertinence in the numerical GIS 
analysis. These classical statistical methods combined with kriging methods 
provided outstanding results (Valjarevi  et al., 2018a; Petterson and Hoalst-
Pullen, 2011). Other geostatistical methods used for the purpose of this research 
enabled a better distribution of climate data within a specific territory. The 
advantage of the Open Source software is the possibility of coding and decoding 
within the software itself, and the best-known instances of the software were 
used such as QGIS, SAGA, and GRASS GIS. The greatest benefit of the climate 
data processing in this software is a specific numerical methodology which 
adjusts to the target geospace. In this manner, each geospace is processed 
through a specific numerical analysis, and the errors are minimal as 
characteristics of both the geospace and the data are taken into account 
(Valjarevi  et al., 2018b; Pew and Larsen, 2001).  

4. Results 

4.1. Trend parameters 

The paper provides results of mean annual air temperature values ( ). The data 
are categorized in line with temperature types. The analysis covers the total of 
four meteorological stations in Livno, Bile a, Mostar, and Ivan Sedlo, i.e., 
twelve time series. Figs. 2–5 display mean annual air temperatures (Y ), mean 
annual maximum air temperatures (Y ), and mean annual minimum air 
temperatures (Y ), as well as trend test equations and linear equations for each 
meteorological station in South and Southeast B&H for the observed period from 
1961 to 2017. Trend magnitudes (°C) and trend probability  for each time series 
and each meteorological station within the observed territory are provided in Tables 
1 and 2. The results are displayed in Table 3 presenting both parameters and 
trend equations for all twelve time series. 
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Fig. 2. Average annual mean, maximum, and minimum air temperatures, trend equations, 
and linear trend in Livno for the observed period 1961–2017. 

 
 

 

 

 
Fig. 3. Average annual mean, maximum, and minimum air temperatures, trend equations, 
and linear trend in Bile a for the observed period 1961–2017. 
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Fig. 4. Average annual mean, maximum, and minimum air temperatures, trend equations, 
and linear trend in Mostar for the observed period 1961–2017. 

 
 
 

 

 

 

 
Fig. 5. Average annual mean, maximum, and minimum air temperatures, trend equations, 
and linear trend in Ivan Sedlo for the observed period 1961–2017. 
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Table 3.Trend equation y, trend magnitude y, and probability p of the reliability for 12 
time series 

Time series Trend equation y (°C) p (%) 

 y=0.492x+14.277 1.9 < 0.0001 
 y=0.0338x+8.4544 2.8 < 0.0001 
 y=0.0227x+2.7776 1.3 < 0.0001 

 y=0.0233x+17.39 0.9 < 0.0001 
 y=0.016x+11.848 1.3    0.0001 
 y=0.0128x+6.6241 0.7    0.0059 

 y=0.0337x+19.418 1.7 < 0.0001 
 y=0.0301x+14.153 1.9 < 0.0001 
 y=0.0257x+9.6662 1.4 < 0.0001 

 y=0.0404x+11.176 1.3 < 0.0001 
 y=0.0226x+6.9172 2.6 < 0.0001 
 y=0.0208x+3.0492 1.2 < 0.0001 

 
 
 
 

4.2. Trend estimation 

Main results of the MK air temperature trend test displayed in Table 3 are 
supported by Figs. 2–5. Hence, the character and intensity of the analyzed air 
temperature trends in our target region are corroborated. Figs. 2–5 and Table 3 
show that the trends for all twelve time series were positive. It is the MK test 
that helps us infer whether these claims were true.  

If probability p for the time series , , and  in the target territory 
is smaller than , the hypothesis H0 (the trend does not exist) will be abandoned 
and the hypothesis Ha (the trend exists) will be adopted for all these time series. 
The p value is < 0.0001 in time series , , and  for the meteorological 
stations in Livno, Mostar, and Ivan Sedlo and in time series  for the 
meteorological station in Bile a. The prevailing hypothesis is H0. The risk of 
abandoning the hypothesis H0 is smaller than 0.01%. The p value is 0.0001 for 
the time series  for the meteorological station in Bile a. The risk of 
abandoning the hypothesis H0 is 0.02%. For the time series  for the 
meteorological station in Bile a, the p value is 0.0059. The risk of abandoning 
the hypothesis H0 is 0.02%. 

4.3. GIS numerical analysis  

The mean annual air temperatures ( ) within the target territory from 1961 to 
2017 are displayed in Fig. 6. The spatial distribution of isotherms indicates the 
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intraregional temperature differences resulting from the terrain orography. For 
instance, in Ivan Sedlo located within the mountain notch and Livno located in a 
typical karst field,  varies from 8 °C to 10 °C. Mostar meteorological station 
is located at low altitude (48 m) and is under a direct maritime impact from the 
Adriatic Sea along the Neretva River valley; its  varies from 11 °C to 14 °C 
and summer temperature is often higher than in the coastline. The temperature 
regime in Bile a is determined by different climate modifiers, especially in 
regards to altitude, continental, and maritime impacts, location within the basin 
and the Bile ko Lake. These are all factors which resulted in  value of 12 °C. 
The construction of the artificial accumulation of water in Bile a in 1968 caused 
the change of microclimate elements as the mean air temperature decreased, and 
the air humidity and mean precipitation sum increased (Markovi , 1990). 
 
 
 
 

 

 
Fig. 6. Distribution of  in South and Southeast Bosnia and Herzegovina territory in the 
period 1961–2017. 

 
 
 
 
 

Mean maximum annual air temperatures ( ) in the target territory from 
1961 to 2017 are displayed in Fig. 7. For instance, in Ivan Sedlo  is 13 °C 
and in Livno it is 16 °C. The lowland positioned station in Mostar has the  
of 20 °C, and in Bile a it is 19 °C.  
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Fig. 7. Distribution of  in South and Southeast Bosnia and Herzegovina territory in 
the period 1961–2017.  

 
 
 
 

Mean minimum annual air temperatures ( ) in the target territory in the 
period 1961–2017 are displayed in Fig. 8. In line with the map,  is 4 °C for 
Ivan Sedlo and Livno, whereas it is 10 °C in Mostar and 6 °C in Bile a. 
 
 
 

 
Fig. 8. Distribution of  in South and Southeast Bosnia and Herzegovina territory in 
the period 1961–2017.  
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5. Discussion 

According to the obtained results, the air temperature increase prevails in South 
and Southeast Bosnia and Herzegovina. The trend magnitude (Table 3) 
identifies an evident increase of values of mean, mean maximum, and means 
minimum air temperatures. When it comes to individual instances, most 
pronounced changes occur with mean maximum air temperatures. The mean 
increase is 2.8 °C in Livno, 2.3 °C in Ivan Sedlo, 1.9 °C in Mostar, and 1.3 °C in 
Bile a. In cases of mean annual air temperatures, the results are as follows: 
Livno 1.9 °C, Mostar 1.7 °C, Ivan Sedlo 1.3 °C, and Bile a 0.9 °C. The least 
pronounced changes occur with mean minimum air temperatures and these are 
registered in Ivan Sedlo (1.2 °C) and Bile a (0.7 °C). Identical results are 
difficult to find in the large body of works. The trend of increase of mean air 
temperature in Europe has been growing since 1979 both seasonally and 
annually (Klein-Tank and Können, 2003). Speaking of regional level, there have 
been similar trends. For instance, Brázdil et al., (1996) found that in ten states of 
Central and South Europe there was an increase in cases of mean maximum and 
mean minimum air temperatures (from 1951 to 1990). A study performed by 
Brunetti et al., (2004) identified a trend in mean annual air temperatures. The 
mean annual air temperature trend varies from 0.4 °C/100 years in North Italy to 
0.7 °C/100 years in the south of the state. A statistically relevant increase of 
trends of mean, mean maximum, and mean minimum air temperatures was 
identified in all of Slovenian territory and it varied from 0.3 °C to 0.5 °C per 
decade (Miloševi  et al., 2013, 2017). In addition, Mamara et al., (2016) 
processed data from 52 meteorological stations in Greece and found a 
statistically negative trend between 1960 and 1976. On the other hand, a 
statistically positive trend was identified between 1977 and 2004. It was in 
northern parts of Greece that the warming was particularly intensive. Similarly, 
an air temperature increase was determined in Vojvodina (Gavrilov et al., 2015), 
Kosovo (Gavrilov et al., 2018), and Montenegro (Buri  et al., 2014). A general 
conclusion is that there is a correspondence between air temperature changes in 
B&H and in the wider region.  

6. Conclusions 

The annual and seasonal trends of mean, mean maximum, and mean minimum 
air temperatures in South and Southeast B&H from 1961 to 2017 were analyzed. 
The air temperature trends were analyzed for twelve time series by using: ) 
trend equation, b) trend magnitude, and c) MK trend test. There was a positive 
trend for all twelve time series for mean, mean maximum, and mean minimum 
air temperatures. The regional positive trends of air temperatures represent a 
climate change pattern in Northern Hemisphere, which is in line with 
conclusions of the Intergovernmental Panel on Climate Change (IPCC, 2014).  
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Climate change does not only affect the nature but the society as well. 
Agriculture is a particularly sensitive sector as its ratio in total economy is 7% of 
the B&H Gross Domestic Product (GDP). The population engaged in the sector 
suffers directly, too. In addition, pronounced climate change threats food safety, 
which raises the need for adaptation of agricultural production in affected 
regions. Nevertheless, the whole process is an interaction among geographical, 
socio-economic, political, cultural, ecological, and institutional factors. 
Unfortunately, the problem of climate change has not been paid adequate 
attention in B&H strategic documents (Trbi  et al., 2018). Opportunities to 
adapt the economy sector to climate change in B&H are defined in the document 
titled „Climate change adaptation and low emission development strategy for 
Bosnia and Herzegovina“. Its application should reduce negative impacts of 
climate change and increase adaptation options and usage of development 
opportunities caused by climate change (Radusin et al., 2013). In line with the 
set tasks, this document should be implemented into the B&H development 
strategy. Future studies should focus on climate change projections and analysis 
of climate change impact on the economy sector.  
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Abstract⎯ The 11 km regional ensemble ALADIN-LAEF (Aire Limitée Adaption 
Dynamique Développment InterNational – Limited Area Ensemble Forecasting) is 
evaluated by comparison with the 5 km deterministic model ALARO (ALADIN and 
AROME combined model – Application of Research to Operations at Mesoscale), in 
order to investigate the advantages and disadvantages facing short-range ensemble and 
high-resolution forecasts. To make rational decisions about the benefits or challenges of 
both systems, the forecast skill was measured through probabilistic and deterministic 
approaches over a 2-month period from late spring to summer season of 2013. The 
verification uses observations from 1219 SYNOP stations and 1 km × 1 km precipitation 
analysis from INCA (Integrated Nowcasting through Comprehensive Analysis) 
nowcasting system. The evaluation was carried out for three essential meteorological 
variables: 2 m temperature, 10 m wind speed, and 6-hour cumulated precipitation. From 
the probabilistic point of view, the results show that ALADIN-LAEF outperforms 
ALARO-LAGGED ensemble system, being statistically more reliable. From the 
deterministic point of view, the high-resolution deterministic system simulates better the 
precipitation forecast structure with respect to the observations. Compared to the 
ensemble system, the deterministic system cannot provide guidance concerning the 
forecast uncertainties or probabilities, making the ensemble products a powerful tool for 
risk assessment and decision making. 

Key-words: ensemble forecast, numerical models, time-lagged, ALADIN-LAEF, 
ALARO 
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1. Introduction 

An accurate weather forecast is crucial in severe weather conditions that could 
lead to a large variety of damages including loss of lives. Furthermore, 
increasingly skilful numerical weather forecasts convey essential information for 
several domains of public interest, like health, agriculture, energy, tourism. 

Despite the significant increase in forecast skill, uncertainties in the initial 
conditions and the model formulation itself affect the accuracy of the forecast. 
The inherent errors in the initial conditions could amplify in time, due to the 
complexity and chaotic character of the atmospheric system, leading sometimes 
to completely different solutions (Lorenz, 1963). These errors are due to the 
irregular distribution (relative sparseness) of the observation network, the 
measurement instruments errors, as well as to data assimilation. The benefit of 
using data assimilation algorithms is unquestionable in the numerical weather 
prediction field (Law and Stuart, 2012). Nonetheless, small uncertainties are 
coming from data assimilation algorithms due to mathematical assumptions (Du, 
2007). The forecast uncertainty arisen from the imperfection of the model itself 
was quantified for the first time through stochastic perturbations of the physical 
tendencies (SPPT scheme) in the ECMWF model (Buizza et al., 1999; Palmer, 
2001). Other approaches to simulate the model uncertainties are based on multi-
physics schemes (Murphy et al., 2004) or on the use of Poor Man’s Ensemble 
(Ebert, 2001; Corazza et al., 2018). 

To quantify these uncertainties, a widely used technique is the ensemble 
prediction system (Palmer, 2017): a single deterministic forecast provides one 
single scenario and a simple decision strategy, while an ensemble system is able 
to provide probabilistic information and multiple scenarios. Several studies have 
been done on the comparison of global ensemble and deterministic systems 
(Buizza, 2008; Palmer et al., 2005/06; Rodwell, 2005/06). The results show that 
a coarser resolution ensemble with more members can outperform a higher 
resolution ensemble with less members. 

Here we use the regional ensemble system ALADIN-LAEF (Wang et al., 
2011) and the ALARO deterministic model (Termonia et al., 2017). The 
operational ALADIN-LAEF system has been developed at ZAMG 
(ZentralAnstalt für Meteorologie und Geodynamik, Vienna, Austria) within the 
framework of Regional Cooperation for Limited-Area modelling in Central 
Europe (RC-LACE, Wang et al., 2018). ALADIN-LAEF runs in operational 
mode on European Centre for Medium-Range Weather Forecasts’s (ECMWF) 
supercomputer (Wang et al., 2011). The system is used in different downstream 
applications such as hydrology, transportation, energy, agriculture, and civil 
warnings (Vokoun and Hanel, 2018; Wastl et al., 2018). The limited area 
ALARO model development started in 2003 as a version of ALADIN system. It 
is able to cover a large variety of horizontal resolution ranges, up to the so-
called convection permitting scales (Termonia et al., 2017). 
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This paper presents the benefit of using regional ensemble over 
deterministic systems – even if both the horizontal and vertical resolutions of the 
deterministic model are much higher. This issue is addressed by a verification 
study, from the probabilistic and deterministic points of view. The paper is 
structured as follows: Section 2 introduces the ALADIN-LAEF and ALARO 
models setup and the time-lagged ensemble; Section 3 describes the dataset and 
verification methodologies; Section 4 encapsulates the results from a 2-month 
period verification for surface parameters, and a case study is performed; the 
conclusions are drawn in Section 5. 

2. Models setup and time-lagged ensemble method 

2.1. ALADIN-LAEF – Limited Area Ensemble Forecasting 

ALADIN-LAEF is a single model limited area ensemble system based on the 
ALARO model (Wang et al., 2011, 2018) and runs operationally two times per 
day at 00 and 12 UTC, on a horizontal resolution at approximately 11 km, with 
45 levels in the vertical and a forecast range up to 72-hour. The integration 
domain covers Europe and large parts of the North Atlantic, the Mediterranean 
Sea, and the Black Sea. ALADIN-LAEF consists of 16 perturbed members, 
using the first 16 members of 50 from ECMWF’s ensemble prediction system 
ENS (Buizza et al., 2000) as coupling model (Weidle et al., 2013). 

To provide meaningful initial perturbations for the ensemble members, a 
breeding-blending cycle is applied for atmospheric fields (Wang et al., 2011). 
This method combines large-scale perturbations from the driving ECMWF ENS 
members with ALADIN-LAEF breeding vectors that contain perturbations on 
scales that can be resolved by ALADIN-LAEF (Toth and Kalnay, 1993). To 
assure a smooth transition between large-scale and small-scale perturbations, a 
digital filter initialization (DFI) is used (Wang et al., 2014). The DFI is applied 
on low truncations of both the ALADIN-breeding vectors and the fields from the 
driving model. The filtered breeding vectors are subtracted on the full resolution 
from the unfiltered ones, and this difference is then added to the filtered fields 
from ECMWF ENS. This method assures that the initial perturbations are 
consistent with both the driving ECMWF ENS member and ALADIN-LAEF 
itself. Surface perturbations are generated by running a surface assimilation 
scheme with randomly perturbed observations. An optimal interpolation (OI) 
assimilation of 2 m temperature and relative humidity observations is applied to 
perturb the uppermost surface fields in ALADIN-LAEF. 

A multi-physics approach is implemented in ALADIN-LAEF to account 
for model uncertainties. Different model configurations with various 
parameterizations and tuning settings are applied for each perturbed ensemble 
member. Different settings are used for shallow and deep convection, 
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microphysics, radiation, and turbulence parameterizations. In addition, different 
approaches and tunings for screen-level diagnostics and gust diagnostics are 
applied in the multi-physics package of ALADIN-LAEF. 

2.2. ALARO deterministic model 

The ALARO model can be described as the further development of the spectral 
limited area model ALADIN, in order to be able to run the model using grid 
spacing around 5 km or below. These scales pose a particular challenge to model 
developers as convection is neither fully resolved nor can be sufficiently 
described with a classical parameterized convection scheme. Therefore, the 
main differences between ALARO and ALADIN concern the deep convection 
scheme in the physics package. For ALARO, a prognostic convection scheme 
called Modular Multiscale Microphysics and Transport scheme (3MT) was 
developed by Gerard and Geleyn (2005), Gerard (2007), Gerard et al. (2009). 
Further, a prognostic microphysics scheme is included together with a statistical 
scheme describing the sedimentation of precipitating hydrometeors (Geleyn et 
al., 2008). Turbulence is parameterized using a so-called pseudo prognostic 
TKE (turbulent kinetic energy) scheme, details can be found in Vá a et al. 
(2008). Surface processes are described using a two-layer version of the ISBA 
scheme (Interactions between Soil, Biosphere, and Atmosphere, Noilhan and 
Planton, 1989). At ZAMG, the ALARO model is used in operational mode 
since March 2011. It is run up to 72-hour lead time, four times per day, using 
approximately 5 km grid spacing and 60 levels in the vertical. While the three-
dimensional (3D) initial state for the atmosphere and the lateral boundary 
conditions are provided by the high resolution analysis and forecast of the 
Integrated Forecasting System (IFS HRES) from ECMWF, the surface is 
initialized using an optimal interpolation method. 

2.3. Time-lagged ensemble using ALARO deterministic model 

Since ALARO deterministic model is integrated in operational mode at ZAMG, 
four times per day up to a lead time of 72-hour, it is possible to generate a time-
lagged ensemble (ALARO-LAGGED) with no additional computational costs. 
The construction of this ensemble is based on a combination of several 
deterministic integrations (Hoffmann and Kalnay, 1983). In our case, the time-
lagged ensemble covers a forecast range of 48-hour and consists of forecasts 
from consecutive ALARO model runs, covering the same target time period. For 
a given day, the ensemble with initial time at 12 UTC contains 5 members, as 
shown in Table 1. 
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Table 1. ALARO-AUSTRIA time-lagged ensemble 

 
 

 

3. Dataset and verification methodologies 

3.1. Model dataset 

The numerical forecast generated by the deterministic and ensemble systems is 
provided on regular latitude - longitude grids, having the resolution of 
0.1º × 0.14º for ALADIN-LAEF, while for ALARO the denser grid of 
0.04º × 0.06º is kept. The high-resolution grid for ALARO is used to preserve 
the mesoscale features of the forecasts. The verification domain covers most of 
Europe, a region between 2.55 to 31.8º E and 38.6 to 54.95º N (not shown). 

3.2. Observation dataset 

SYNOP data from 1219 stations are used for verification. Model data were 
interpolated to the observation sites through a bilinear interpolation. 

INCA is an analysis and a nowcasting system (Haiden et al., 2009) 
developed at ZAMG. The system is run on a 3D grid with a horizontal 
resolution of 1 km. Depending on the parameter, the analysis and nowcasting are 
performed on a two-dimensional (2D) grid (e.g., precipitation) or a 3D grid (e.g., 
temperature, wind). For the 3D grid, a vertical resolution around 100–200 m is 
used. The system is fed by surface station observations, remote sensing data 
(radars and satellites), numerical weather prediction model data, and high-
resolution topographic data. 
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3.3. Verification methodologies 

An important question arises from whether the high-resolution deterministic 
ALARO model could compete with the lower resolution ALADIN-LAEF 
ensemble. This question can be answered by assessing the two systems based on 
deterministic and probabilistic approaches. 

Both systems were evaluated by applying the traditional verification scores 
(like BIAS and RMSE), as well as the following ones: 

• spread - skill relationship, based on the scatter diagram of ensemble 
spread and root mean square error of the ensemble mean;  

• continuous ranked probability skill score (CRPSS), a skill score which is 
based on CRPS value (Hersbach, 2000) and verifies the model 
performance related to a reference; 

• percentage of outliers, a measure of reliability quantifying the relative 
number of observations which lie outside the predicted density function 
for a given parameter. 

The pointwise verification is not suitable for the precipitation field, because 
these scores do not fully account for the unique characteristics due to its 
discontinuity in space and time (Casati et al., 2004).  

The traditional metrics offer little diagnostics about the types of errors 
(displacement, location, and intensity), therefore an advanced verification 
technique is applied. One spatial verification approach used in this study is the 
object-based method SAL (structure-amplitude-location). This method is a 
spatial three-component feature-based quality measure which quantifies the 
precipitation forecast performance according to three aspects: structure of the 
precipitation field (S), amplitude (A), and location (L) of the predicted mass 
center of the precipitation field (Wernli et al., 2008). 

4. Results 

To evaluate the performance of the described ensemble systems, a 2-month 
verification was performed for the period ranging from April 23 to June 23, 
2013. The forecast output frequency is 6-hour and the verification length is up to 
48-hour lead time, which is the maximum forecast range of ALARO-LAGGED. 
Even though both runs (00 and 12 UTC) of ALADIN-LAEF are available, only 
the 12 UTC runs are considered for this study. 

First, the probabilistic approach is applied to evaluate the surface 
parameters: 2 m temperature (T2m), 10 m wind speed (W10m) and 6-hour 
cumulated precipitation (PREC) against SYNOP data. The computed scores are 
CRPSS, percentage of outliers and spread - skill relationship, as well as BIAS 
and RMSE of ensemble mean and ensemble spread. To reduce the forecast bias 
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at each SYNOP station, the 2 m temperature forecasts are height corrected using 
a standard temperature gradient. 

Second, the deterministic approach is applied to verify the 6-hour 
cumulated precipitation against INCA analysis field (which represent a 
combination of radar and rain gauge data). The gridded analysis data are used 
for the computation of SAL score. The comparison of ALADIN-LAEF’s 
ensemble mean and median and ALARO’s most recent run was carried out. 

4.1. Comparison of ALADIN-LAEF with ALARO-LAGGED 

This section compares, from the probabilistic point of view, the skill of 
ALADIN-LAEF and ALARO-LAGGED against SYNOP data. Fig. 1 shows the 
metrics (BIAS and RMSE of the ensemble mean and spread) of both systems for 
the surface parameters. 
 
 
 
 

 
Fig. 1. BIAS and RMSE of ensemble mean and ensemble spread for ALARO-LAGGED 
(solid) and ALADIN-LAEF (dashed): a) T2m (°C); b) W10m (m/s); and c) PREC (mm). 

 
 
 

For T2m, ALARO-LAGGED performs better than the limited area 
ensemble system in the first lead times (00 and 06 forecast ranges), for which 
ALADIN-LAEF has a strong negative BIAS (Fig. 1a). After 12-hour lead time, 
ALADIN-LAEF shows slightly less or equal BIAS than ALARO-LAGGED, 
except for 18 and 42 forecast ranges (morning hours) when the BIAS is 
considerably smaller. Fig. 1b shows that the W10m BIAS of both systems have 
comparable negative values for all lead times. The exception is made for 12- and 
36-hour lead time when ALADIN-LAEF has almost no BIAS. For PREC, 
Fig. 1c shows a similar BIAS for both systems. ALARO-LAGGED system 
presents only positive values, better values for 12 and 36h (BIAS close to 0), 
while ALADIN-LAEF presents small negative values for these forecast ranges.  

Likewise, Fig. 1 presents RMSE and spread as a function of lead time for 
surface parameters. In terms of RMSE, the forecast errors are similar for both 
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systems. The ALADIN-LAEF system has a larger spread, which means that it is 
more reliable than ALARO-LAGGED, but the discrepancy between the 
ensemble spread and RMSE leads to the fact, that both systems are not enough 
statistically reliable (Buizza et al., 2005). It is expected that ALARO-LAGGED 
will have a small spread, considering the lagged ensemble members are partially 
correlated. They are obtained using the same model, high-resolution forecasts 
with different ages. 

The spread - skill relationship is presented in Fig. 2. The scatter diagram 
shows that ALARO-LAGGED simulates too little uncertainty, meaning the 
spread is underestimated, having only points which are not uniformly 
distributed. Fig. 2c (PREC) indicates a good correlation between spread and 
skill, especially for ALADIN-LAEF the relation is slightly better. Thereby, the 
ALADIN-LAEF system is more reliable than ALARO-LAGGED. Statistical 
reliability can be underlined by the usage of percentage of outliers, quantifying 
the number of cases where the analysis is outside of the predicted density 
function. As it can be seen from Fig. 3, ALARO-LAGGED has more outliers 
than ALADIN-LAEF.  

 
 

 

Fig. 2. RMSE-Spread relation for ALARO-LAGGED (grey) and ALADIN-LAEF 
(black): a) T2m (°C); b) W10m (m/s); and c) PREC (mm). 

 
 

 
 

Fig. 3. Percentage of outliers (%) for ALARO-LAGGED (solid) and ALADIN-LAEF 
(dashed): a) T2m; b) W10m; and c) PREC. 
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Results revealed that ALARO-LAGGED has a similar RMSE (forecast 
accuracy), a smaller spread, and more outliers when compared to the ALADIN-
LAEF. Therefore, having less dispersion, it is not able to cover many possible 
atmospheric situations. Considering all these findings, it can be concluded that 
ALADIN-LAEF is statistically more reliable. 

4.2. Skill score of ALADIN-LAEF and ALARO-LAGGED (reference ALARO) 

The computation of the skill score CRPSS uses as reference system the ALARO 
deterministic model. Fig. 4 shows the quantitative skill of both ensembles. For 
all verified parameters, CRPSS has positive values throughout the forecast 
ranges. Even though both systems present positive values of the score, for 
ALADIN-LAEF they are significantly higher than ALARO-LAGGED. Based 
on the CRPSS results, ALADIN-LAEF ensemble is more skilful than ALARO-
LAGGED. It is worth to underline that ALARO-LAGGED has an advantage 
since the most recent run from ALARO-LAGGED is used as the reference 
deterministic model.  
 
 

 

 
Fig. 4. Comparison of CRPSS for ALARO-LAGGED (solid) and ALADIN-LAEF 
(dashed): a) T2m; b) W10m; and c) PREC. 

 

 

4.3. Deterministic comparison of ALADIN-LAEF and ALARO systems 

To perform the comparison of both systems in a deterministic sense, a single 
forecast from each system is needed. The solutions provided by ALARO 
deterministic model and ALADIN-LAEF (mean and median of the ensemble) 
are evaluated in this section. The SAL component scores have been computed to 
evaluate the precipitation forecasts of ALADIN-LAEF (median and mean) and 
ALARO. Verification was performed using several domains in Austria that are 
characterized by different topographic conditions (flatlands, alpine region, and 
hilly region). 
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In order to get more details, the evaluation was done for different observed 
precipitation thresholds, i.e., the SAL components are calculated separately for 
events with observed areal precipitation means greater than 0.1 mm, 1 mm, 
2 mm, 3 mm, 5 mm, and 10 mm. Taking into account the chosen size of the 
domains, area mean values greater than 5 mm or even 10 mm represent rare 
extreme cases and are therefore not taken into account for computing mean S, A, 
or L values over the given verification period. Table 2 shows the mean values 
for S, A, and L over all verification domains for different lead times. 

 
 
Table 2. The S, A, L values: mean over all domains for ALARO (ALARO), ALADIN-
LAEF’s ensemble mean (LMEAN), and ALADIN-LAEF’s ensemble median (LMEDI) 

 
 
 
 

Fig. 5 shows the mean structure components for the 2-month period as a 
function of lead time, for a representative region in the southern part of Austria. 
The number of events used to build the mean values is indicated by the thin 
black bars in the same figure. It can be seen that:  

• ALARO yields the best precipitation forecasts in terms of structure 
compared to the ensemble mean and median of ALADIN-LAEF, i.e., the 
size and shape of the precipitation simulated by ALARO corresponds 
better to the observed object characteristics (S values closer to 0). This 
result can be expected, as ALARO is run on a significantly higher 
horizontal resolution than ALADIN-LAEF.  

•  Comparing the ensemble mean and median of ALADIN-LAEF, the 
median yields slightly more structured forecasts, i.e., smaller values for S 
than the mean. This fact also meets expectations as the mean usually 
yields a smoother field. 

•  A diurnal cycle is visible for all systems, showing that the difference in 
terms of the observed objects gets usually bigger during night, leading to 
even negative S values. This diurnal behavior could be explained on the 
assumption that the transition from primary convection to more organized 
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one is not sufficiently simulated. This is mainly caused by a wrong or too 
early timing of triggering in the models, conducting to an early decrease of 
convection objects, leading to smaller objects compared to observations 
during the evening and early night. In reality, convection usually starts later 
during the day and lasts longer, as it is often more organized than in the 
models (Wittmann et al., 2010). This behavior is also visible in the A 
component as described later. 

•  Table 2 shows the S values averaged over all regions. The results differ in 
terms of absolute values of the S component for each domain (not shown), 
although the differences among the systems (ALARO vs. ALADIN-
LAEF) and the characteristic of the diurnal cycle are consistent over all 
domains.  

•  A comparison of the results for different area mean thresholds seams to 
reveal that structure scores tend to get better, i.e., closer to 0, when 
concentrating on cases with higher precipitation rates (not shown). Also, 
the diurnal cycle is less pronounced. This could be correlated with the fact 
that strong precipitation events are often related to some large scale 
forcing which is less dependent on the general diurnal cycle of 
convection. 

 

 

 
Fig. 5. S component of: ALARO (ALARO), ALADIN-LAEF’s ensemble mean (LAEF-
MEAN) and ALADIN-LAEF’s ensemble median (LAEF-MEDIAN) for the southern part 
of Austria, for area mean precipitation greater than 0 mm.  
 

 
The interpretation of the A component (evaluating the area mean 

precipitation for a given domain) is more difficult, as the results are less clear 
than for the structure component. Fig. 6 and 7 show the A component for a 
domain in the central part of Austria. 
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• The diurnal cycle already mentioned above is also visible in the amplitude 
component: during (early) day, precipitation activity is overestimated, while 
there is an underestimation during evening and night. Again, this can 
possibly be explained by a general shift of the (convective) precipitation 
diurnal cycle, with the convection starting too early in the model (Fig. 6). 

• For higher precipitation thresholds, underestimation gets larger (especially 
for ALADIN-LAEF), and there is a decrease in overestimation, therefore 
the diurnal cycle is less pronounced (Fig. 7). 

 

 

 
Fig. 6. A component of ALARO (ALARO), ALADIN-LAEF’s ensemble mean (LAEF-
MEAN), and ALADIN-LAEF’s ensemble median (LAEF-MEDIAN) for the central part 
of Austria, for area mean precipitation greater than 0.1 mm.  
 

 
 

 
Fig. 7. A component of: ALARO (ALARO), ALADIN-LAEF’s ensemble mean (LAEF-
MEAN) and ALADIN-LAEF’s ensemble median (LAEF-MEDIAN) for the central part 
of Austria, for area mean precipitation greater than 0.5 mm. 
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The evaluation of the mean L component scores does not reveal a clear 
view, as the results do not differ significantly among the model systems. As it 
was already stated in other studies (Wittmann et al., 2010), the L score seems to 
be more suitable to be used in case studies. Mean values over an extended 
verification period do not reveal a clear picture. 

4.4. Case study 

In addition to the statistical scores computed for the 2-month period, a 
comprehensive case study is carried out for a major flood event that took place 
in Central Europe from May 31 to June 3, 2013, affecting the Danube, Elbe, and 
Moldova river catchments. 

The large amount of precipitation was linked to the subsequent passage of 
three cyclones formed over Southeastern Europe, traveling around the quasi-
stationary upper-level low. A detailed description of the synoptic situation is 
given by Grams et al. (2014). The effect of this precipitation event on the runoff 
and level of various rivers in Central Europe was huge, since the soil was already 
saturated or close to saturation before the start of the event. From climatological 
point of view, May 2013 was one of the three wettest months of May in the last 
150 years in the Upper Danube basin in Austria (Blöschl et al., 2013). 

To evaluate the performance of the systems described in the previous 
sections, the investigation of this case will focus on Austria and the surrounding 
regions, using several rectangular domains. The domain “RR Zentrum” (11.00 
to 14.00 E longitude, 47.10 to 48.40 N latitude) is the most affected one, with 
peak precipitation values up to 300 mm in 72 hours (Fig. 8). The 72-hour 
cumulated precipitation map (May 31, 2013, 00 UTC – June 3, 2013, 00 UTC) 
is provided by INCA analysis. The highest precipitation rates are identified in 
the interval from June 1, 2013, 18 UTC to June 2, 2013, 06 UTC. Thereby, the 
analysed interval is divided in two periods of 6-hour forecast range, as shown in 
Fig. 9 (a: June 1, 2013, 18 UTC – June 2, 2013, 00 UTC and b: June 2, 2013, 
00 UTC – June 2, 2013, 06 UTC). 

Focus will be on the capabilities of the ALADIN-LAEF and ALARO-
LAGGED ensembles to simulate the quantitative precipitation forecasts on the 
short time range. To assess the uncertainty of the analyzed ensembles, a so-
called “spaghetti” plot is represented in Fig. 10. It shows the area mean 6-hour 
cumulated precipitation for forecast ranges up to 48-hour, for both ensembles 
and the INCA analysis, covering the “RR-Zentrum” domain. The forecasts are 
initialized at different times: May 31, 2013, 12 UTC (Fig. 10a) and June 1, 
2013, 12 UTC (Fig. 10b). 
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Fig. 8. INCA 72-hour cumulated precipitation [mm] in the period of May 31, 2013, 
00 UTC – June 3, 2013, 00 UTC. 

 
 
 

 
                           (a)                                                                                   (b)                                         

Fig. 9. INCA 6-hour cumulated precipitation [mm] in the periods of June 1, 2013, 
18 UTC – 02.06.2013, 00 UTC (a) and 02.06.2013, 00 UTC – 02.06.2013, 06 UTC (b). 
 

 
(a)                                                                           (b) 

Fig. 10. 6-hour cumulated precipitation [mm] for RR-Zentrum starting from May 31, 
2013, 12 UTC (a) and June 1, 2013, 12 UTC (b): INCA (blue), ALADIN-LAEF members 
(LAEF, green), and ALARO-LAGGED members (ALARO, red). 
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The members of ALADIN-LAEF and ALARO-LAGGED are rather close 
to INCA in the first 24 hours, showing only small spread (Fig. 10a). After  
24-hour lead time, when the precipitation rates start to increase (up to 24 mm in 
6-hour at lead time 36-hour), the ALADIN-LAEF shows larger spread than 
ALARO-LAGGED. Also, the mean precipitation rates are underestimated by 
many ALADIN-LAEF members with respect to the INCA analysis. These 
results are underlined by the verification scores obtained for the 2-month 
verification period, shown in subsection 4.1. 

In Fig. 10b, it can be noticed that both systems have a smaller spread at the 
beginning of the interval, the maximum precipitation amount (at 12-hour lead 
time) is now better captured by more members of ALADIN-LAEF. Yet, 
ALARO-LAGGED underestimates the precipitation rate occurring from 12 to 
30-hour lead time and decreases the precipitation too early. For higher lead 
times (36–48-hour), ALARO-LAGGED slightly overestimates, while ALADIN-
LAEF stays closer to the observed values.  

5. Conclusions 

The forecast skill of the 11 km regional ensemble ALADIN-LAEF, compared to 
the 5 km deterministic ALARO model, has been investigated, in order to 
understand the advantages and shortcomings of both systems. ALADIN-LAEF’s 
members are generated by using the first 16 members (from 50) of ECMWF 
ENS, with different initial conditions perturbations. To quantify the 
uncertainties in the forecasting system, the breeding-blending and multi-physics 
approaches are applied. The time-lagged ensemble comprises 5 successive 
forecasts of ALARO deterministic model from different runs. The forecast 
quality of the systems was assessed through probabilistic and deterministic 
measures over a 2-month period, at the beginning and during the convective 
season of 2013, for the main surface parameters (2 m temperature, 10 m wind 
speed, and 6-hour cumulated precipitation). A special focus on mesoscale 
convective systems that generated heavy precipitation over Central Europe was 
also evaluated. 

The main conclusions of this study are:  
(1) In general, the probabilistic verification reveals that ALADIN-LAEF, 

compared to ALARO-LAGGED, shows more spread, less outliers, and it is 
more skilful in terms of CRPSS. Hence, the low-resolution ensemble 
system is able to cover many possible scenarios through the spread, and it 
is statistically more reliable.  

(2) Regarding the deterministic verification (conducted for 6-hour cumulated 
precipitation forecasts), in terms of SAL, the results reveal the advantages 
of the high-resolution deterministic model ALARO compared to the lower-
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resolution regional ensemble ALADIN-LAEF. The ALARO precipitation 
forecast structure is better simulated compared to the observed objects. The 
structure and amplitude components show similar behavior of the diurnal 
cycle for both systems. The premature trigger of the convection masks 
sometimes the difficulty to simulate the diurnal cycle, mainly because the 
convective precipitation starts too early in the model.  

(3) The high-resolution deterministic model is able to better reproduce the 
mesoscale convective systems and to solve the complexity of topography. 
However, the deterministic system is not able to provide information about 
forecast uncertainties or probabilities.  

(4) The regional ensemble system provides advantages compared to the 
deterministic one. Thus, the ensemble products represent a powerful tool in 
risk assessment and decision making. 
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Abstract⎯ The short historical outline describes the significance of Dénes Berényi's 
textbook “Mikroklimatologie” (Microclimatology, 1967, in German) for the present day. 
Despite its limited distribution, it is an important document of the transition from the 
phenomenological to the physical based description of local climatological processes. In 
any case, it remains an important reference for climatology before 1960. 
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1. Introduction 

More than 50 years ago in 1967, Dénes Berényi published his textbook 
"Microclimatology" in German. The manuscript was written around 1962 
(Fig. 1). The textbook has been largely forgotten both because of the language 
and because of the political situations in Europe. 

Before the Second World War, German language was a leading language 
not only in meteorology but also in Central Europe, and not only in Germany, 
Austria, and Switzerland. This may have prompted the author to choose this 
language, especially since Geiger's famous book "Das Klima der bodennahen 
Luftschicht” (The climate near the ground) was still read in German. Due to the 
                                                           
1 Lecture held at Hungarian Meteorological Service, Budapest, November 21, 2017 
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political division of Europe, however, Berényi's work became hardly known in 
the western part of Central Europe, while the eastern part was relatively 
insignificant in the international scientific landscape. Thus, the book was 
reserved only for a very small circle of readers, however, it would have deserved 
much more attention. 

The author, Professor Dénes Berényi (1900 – 1971, Fig. 2) is the founder of 
the meteorological station at the University of Debrecen, where he also received 
his doctorate in 1927. He also lectured there on microclimatology. In 1951, he 
became the head of the Department of Meteorology and in 1952 he was 
appointed professor. He is the author of 6 books and about 80 publications. His 
memory is kept by the Hungarian Meteorological Society's Dénes Berényi 
Memorial Prize, awarded since 1993 (Szegedi, 2008; Varga, 2014). 

 
 

 
Fig. 1. Title of Dénes Berényi’s book 
(Berényi, 1967). 

 

Fig. 2. Professor Dénes Berényi (Szegedi 
2008; Varga, 2014) 

 
 

 

 
If one remembers the book today, it is its position in the transition from the 

classical microclimatic description in the sense of Rudolf Geiger (1894–1981) to 
modern textbooks of micrometeorology, which are strongly influenced by 
physics. The following article will show this transition by means of comparisons 
of contents. However, the book has a special significance in the history of 
science, as it covers many East European and Russian sources that would 
otherwise be completely forgotten. 
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2. From Geiger to Berényi 

Rudolf Geiger, together with Wladimir Köppen, is not only the developer of the 
climate classification according to Köppen-Geiger, which is still used today, but he 
can also be described, without restriction, as the nestor of microclimatology. His 
book "Das Klima der bodennahen Luftschicht" (Geiger, 1927) has not only been 
published in many new editions (1941, 1950, 1961, reprint 2013), there is also an 
extension in English language available (Geiger et al., 1995, 2009). There is 
probably no one who works in this field and has not yet gained inspiration from this 
book. It would be too much to say that the book is structured according to 
ecosystems, but the structure does follow certain forms of vegetation (Table 1). On 
the way to Berényi, however, some other scientists have to be mentioned: Geiger's 
book was also based on Wilhelm Schmidt's (1925) fundamental work on the 
exchange coefficient. There is also a theoretical book on atmospheric turbulence by 
Heinz Lettau (1939) just before the Second World War. Not to forget the first 
comprehensive work on the energy balance of the earth by Fritz Albrecht (1940) 
and the first textbook on micrometeorology by Oliver Graham Sutton (1953). 
However, Geiger's influence on Berényi's work is unmistakable, at least for the 
descriptive parts of the microclimate. Berényi, however, had a significant 
improvement in the physical-mathematical formulations, and the characterized the 
transition from classical microclimatology to micrometeorology. 
 
 

Table 1. Comparison of the content of Geiger’s book „Das Klima der bodennahen 
Luftschicht” and Berényi’s book „Mikroklimatologie“ 

Geiger 
*new in 4th edition 

Berényi 

Earth’s surface energy balance – 
the basic of microclimatology * 

Introduction to microclimate 

Air layer over flat surfaces without 
vegetation 

Solar radiation 

Influence of the underlying surface Heat exchange near the surface 

Daily and annual cycle of 
microclimatological elements 

Quantitative determination of the energy 
balance * 

Influence of the plant cover  

Forest climatology  

Influence of the topography on the 
microclimate 

 

Interrelationship between animals and 
humans to microclimate 
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3. Important contributions from Berényi 

If one looks at the structure of Berényi's book (Table 1), it is immediately 
noticeable, in contrast to Geiger, that at the beginning of the book, the 
importance of radiation from the sun is shown, followed by the energy turnover 
on the earth's surface. The climatology is considered separately for the 
individual elements like radiation, temperature, wind, etc. In his fourth edition of 
the book, Geiger (1961) also gave more space to the heat balance on the earth's 
surface in the introductory section, but not with the clarity of Berényi's work. In 
principle, the structure introduced by Berényi has more or less established itself 
in the micrometeorological textbooks of the last 50 years, Monteith (1975, 
further editions with Unsworth 1990, 2008, and 2013), Stull (1988), Arya (1998, 
further editions 2001 and 2012), Foken (2008, further edition 2017). The 
development of micrometeorology in these years has recently been described in 
detail (Hicks and Baldocchi, 2020). While Geiger showed only the principles of 
energy turnover at the earth's surface, Berényi gives quantitative values (Fig. 3), 
referring to Baur and Philipps (1934, 1935) and Houghton (1954). Today, such 
presentations are included in all climatology and meteorology textbooks. 
 
 
 
 
 
 

 
Fig. 3. Heat balance at the earth’s surface and in the atmosphere (Houghton, 1954; Berényi, 
1967) 
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A further detail to be emphasized is the division of the scales into macro, 
meso, and micro – even before the introduction of Orlanski's (1975) scheme – 
based on a work by Saposhnikova (1950) with an interesting spatial averaging of 
the air temperature (Fig. 4). This introduces a principle of order, as is common 
today, even though Berényi does not yet link it to the temporal scales. However, 
the many and differently defined scale concepts in climatology are overcome 
(Hupfer, 1991). 

 
 
 

 
 

Fig. 4. Classification of the scales of the climate (Saposhnikowa, 1950; Berényi, 1967) 
 
 
 
 
Berényi has a strong hydrodynamic reference in his book, since he begins 

the theoretical sections with Prandtl's (1925) mixing length approach alongside 
the work of Schmidt (1925) and uses essential hydrodynamic works of the 1920s 
and 1930s, which formed the theoretical foundation of micrometeorology. Also 
important are the inclusion of turbulence and the description of the vortex 
structure near the ground. Here he refers to an illustration by Obukhov (1951), 
which is shown in Fig. 5. Thus, the book has crossed the border from the 
phenomenological description of the microclimate to a clearly theoretical 
underpinning corresponding to the approaches of the 1960s. 
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Fig. 5. Difference of the wind velocity between two points (Obukhov, 1951; Berényi, 1967) 
 
 
 
 
Somewhat surprising is the extensive absence of the similarity theory of 

Monin and Obuhkov (1954), although it was already published in German in the 
1950s (Monin and Obukhov, 1958). When listing the approaches to turbulent 
energy exchange, there is only a footnote that the method according to Monin 
and Obukhov can also be used, and that Kiss-Tóth (1959) has successfully 
applied it to the region of Lake Balaton. It is possible, however, that a paragraph 
in the book has been deleted, because the bibliography (consecutive numbering) 
contains some references to which there is no text in the book. 

4. Significance of the book for the present day 

The transition to a modern mathematical-physical based micrometeorology and 
thus also microclimatology was made with the Workshop on Micrometeorology 
(Haugen, 1973), so the earlier written book of Berényi was a pioneer in some 
areas, but it is only of historical interest today. In any case, the far-sightedness of 
the author must be emphasized, as he based Geiger's approach more on physics. 
Thus, the work stands at the transition from the classical mixture length and 
exchange coefficient based approach to the similarity and turbulence theory. In 
the context of changing climate, local climatic changes are also of great interest. 
Here, examples from the book can be quite helpful because of the strong 
physical base. 
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Apart from this scientific-historical aspect, it is above all a source for many 
forgotten Hungarian local climatological works before 1960, but also from the 
Russian and East European area, which are completely underrepresented in 
Geiger's book. In any case, the book remains an important document of the 
Hungarian meteorological and climatological sciences. 
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