Spatial and temporal variability of precipitation extreme indices in arid and semi-arid regions of Iran for the last half-century
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Abstract—Precipitation variability analysis, on different spatial and temporal scales, has been of great concern during the past century because of the attention given to global climate change by the scientific community. According to some recent studies, the Iranian territory has experienced a precipitation variability, especially in the last 50 years, and the arid and semi-arid areas seem to be more affected. The present study aims to analyze precipitation extreme indices over a wide time interval and a wide area, detecting potential trends and assessing their significance. The investigation is based on a wide range of daily and multi-day precipitation statistics encompassing basic characteristics and heavy precipitation. Two different methods of trend analysis and statistical testing are applied, depending on the nature of the statistics. Linear regression is used for statistics with a continuous value range, and logistic regression is used for statistics with a discrete value range. The trends are calculated on annual and seasonal bases for the years 1951–2007. Statistical analysis of the database highlight that a clear trend signal is found with a high number of sites with a statistically significant trend. In winter, significant increases are found for all statistics related to precipitation strength and occurrence. In spring, statistically significant increases are found only for the statistics related to heavy precipitation, whereas precipitation frequency and occurrence statistics show little systematic change. The trend signal is strongest in highlands and mountainous terrains. In autumn and summer, the heavy and basic precipitation statistics did not show statistically significant trends.
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1. Introduction

Extreme weather events (droughts, heavy rainfall, floods, and heatwaves) are a matter of great topical importance and interest in a variety of environmental and social situations. One of the anticipated effects of climate change is the possible increase in both the frequency and intensity of extreme weather events. Heavy precipitation events are among the most disruptive of atmospheric phenomena. Changes in extreme precipitation events have significant impacts and pose serious challenges to societies, especially in arid and semi-arid environments. Such extremes are likely to have profound impacts on human societies (e.g., Zhang et al., 2005) and can lead to loss of lives and property. Climate extremes, as defined by the World Meteorological Organization (WMO), are rare meteorological and climatological phenomena that surpass a defined threshold (Das et al., 2003).

Understanding the mechanisms associated with extreme events at the regional scale could provide useful insights for resource planners, system managers, and policymakers to help to mitigate financial losses; therefore, comprehensive regional studies are crucial to assess the mechanisms and impacts of extreme events in a global context (Soltani et al., 2016).

There are numerous regional studies of recent trends and variability in the precipitation nature over Iran (Alijani et al., 2008; Amiri and Eslamian, 2010; Ghahraman and Taghvaeian, 2010; Raziei et al., 2008; Abbaspour et al., 2009; Abolverdi et al., 2014, 2016; Modarres and Sarhadi, 2009; Hasaniha and Meghdadi, 2010; Tabari and Talaee, 2011a, 2011b; Tabari et al., 2012; Tabari and Aghajanloo, 2013; Terink et al., 2013; Nazaripour and Daneshvar, 2014; Zhang et al., 2011; Dhorde et al., 2014; Darand et al., 2015).

However, there has been little work on precipitation related extremes in Iran. Prior research has shown changes in the frequency and intensity of precipitation extremes over the past century in Iran (Alijani, 2007; Sabzevari et al., 2015; Rahimzadeh et al., 2009; Sohrabi et al., 2013; Tabatabai and Hosseini, 2003; Taghavi, 2010; Marofi et al., 2011; Dinpashoh et al., 2004; Zhang et al., 2011; Peterson, 2005; Molanejad et al., 2014; Tabari et al., 2014). The international reports emphasized the lack of information on trends and changeability in daily climate and climate extremes (Nicholls et al., 1996). Most of the studies in Iran were conducted based on monthly and yearly dataset.

Floods are the most significant natural consequences of extreme precipitations in arid and semi-arid regions. More than 80 percent of Iran's territory is located in the arid and semi-arid zone of the world. During the past 60 years (1951–2010), more than 4670 flood events have been recorded in Iran, 42 percent of them occurred in the last decade (Molanejad and Ranjbar, 2014). During recent decades, the arid and semi-arid regions of Iran have experienced several events of extreme precipitation conditions that have led to severe damages and fatalities.
According to a global assessment report in disaster risk reduction (UN, 2009), in the period of 1986–2007, among the flood-affected Iranian provinces, Kerman was in the second rank in terms of death per 10,000 inhabitants. Moreover, the highest number of buildings damaged or destroyed was observed in Kerman. Also, according to the Iran Water Resources Management Company report (IWRMC, 2006), in the period of 1972–1996, in terms of flood occurrence, the study area was the third most affected area with 72 events. One of the most important events in the study area was the 1993 flood event. In this flood, 211 people have been killed. These events in recent decades have raised concern that the frequency of precipitation extremes has gradually changed over the 20th century, possibly in response to global climate change. Although the science community unanimously agrees that any changes in frequency and intensity of extreme climate events would affect significantly the natural system and human society, little information on trends and variability in daily climate and climate extremes is available (Nicholls et al., 1996). Therefore, a study on extreme climate events at the watershed scale is necessary to provide useful insights for resource planners, system managers, and policymakers concerning the climate variability and the responsible operations and resource management.

This paper builds on the earlier findings for Iran by examining trends in indices for extremes of daily precipitation. Investigations of extreme events have not yet materialized for arid and semi-arid lands of Iran. In this study, we investigate long-term variations and trends of precipitation extremes during the last half-century in arid and semi-arid regions of Iran. For this purpose, daily precipitation data are analyzed from a dense network, all of which have been continuously operated since 1951. The trend analysis is based on a wide range of diagnostics, covering basic precipitation statistics and heavy precipitation events. In this study, we undertake a trend analysis for a range of diagnostics with different data characteristics. To account for the different nature of the diagnostics, we apply two different statistical methods for trend estimation and statistical testing: linear regression and a non-parametric trend test for diagnostics with continuous data (e.g., precipitation amounts) and logistic regression for discrete data (e.g., the number of events above a threshold).

2. Data and methodology

The data used in this study consisted of daily precipitation in one of the arid and semi-arid regions of Iran (see Fig. 1). This data are derived from the APHRODITE database, which has been launched in 2006 by the research foundation of Japan Meteorological Agency with the membership of several other countries. This database has been formed based on precipitation gauging stations of such sources as local meteorological and hydrological organizations, regional
researchers, the Global Historical Climatology Network (GHCN), the Carbon Dioxide Information Analysis Center (CDIAC), the National Center for Atmospheric Research (NCAR-DS), the National Climate Data Center (NCDC), and the Global Telecommunication System (GTS) (Yatagai et al., 2012; Hamada et al., 2011). The APHRODITE database daily gridded precipitation data for the Middle East region have been prepared with 0.5 × 0.5 and 0.25 × 0.25 resolution for the time interval 1951 to 2007.

In this study, the version V1101 of APHRODITE database in the Middle East on the daily gridded precipitation data has been utilized for one of the arid and semi-arid regions of Iran with 0.25 × 0.25 degree of geographical longitude/latitude resolution. In this research, extraction of daily precipitation data for the study area has been conducted by using the INPOLYGON function in MATLAB 2015b software. Thus, a sub-database has been formed with a $P_{20819*268}$ structure. Study area and spatial coverage of daily precipitation network are shown in Fig. 1.

![Fig. 1. Study area and database station location (0.25 × 0.25).](image)

To cover long-term trends from a range of characteristics in precipitation extremes, we considered several diagnostics evaluated from time series of daily precipitation totals. Many of these diagnostics were found to be useful as a reference for comparing trend results between different regions (Nicholls and
Murray, 1999). The diagnostics will be called indices in the remainder of the paper. The set of indices is listed in Table 1. They are grouped into two different categories: basic and heavy precipitation indices. Category ‘basic’ is not necessarily indicative of extremes, but the wet-day frequency, mean precipitation, and wet-day intensity are useful statistics for interpretation. A threshold of 1 mm is chosen for wet days. Category ‘heavy precipitation’ encompasses several indices defined in terms of threshold exceedances. These indices are the following ones: heavy precipitation threshold ($p_{qN}$), heavy precipitation days ($pn_{lN}$), heavy precipitation proportion ($p_{flN}$), greatest N-day precipitation ($px_{Nd}$), heavy precipitation frequency ($pn_{Nmm}$), precipitation day frequency ($wd$), mean precipitation ($p_{av}$) and precipitation intensity ($p_{int}$), respectively based in Table 1. All indices are calculated individually based on STARDEX (Climate Research Unit, 2005) for the whole network, resulted in annual and seasonal time series for 1951–2007.

Table 1. List of extreme precipitation indices used in this study. The indices are grouped into two categories (from top to bottom). The last column indicates the method used to estimate the trend: linear regression (linear), logistic regression using event counts (logit.counts), and logistic regression using event probabilities (logit.probs) [8].

<table>
<thead>
<tr>
<th>No.</th>
<th>Name (ID)</th>
<th>Description</th>
<th>Trend</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$p_{qN}$</td>
<td>NNth percentile of wet-day amounts (NN=90, 95)</td>
<td>Linear</td>
<td>mm/day</td>
</tr>
<tr>
<td>2</td>
<td>$pn_{lN}$</td>
<td>Number of events &gt; long-term NNth percentile (NN = 85,90)</td>
<td>Logit.counts</td>
<td>day</td>
</tr>
<tr>
<td>3</td>
<td>$p_{flN}$</td>
<td>The fraction of total precipitation above long-term 90th percentile</td>
<td>Linear</td>
<td>%</td>
</tr>
<tr>
<td>4</td>
<td>$px_{Nd}$</td>
<td>Maximum N-day total precipitation (N = 3,4,5)</td>
<td>Linear</td>
<td>mm</td>
</tr>
<tr>
<td>5</td>
<td>$pn_{Nmm}$</td>
<td>Number of events ≥5 mm</td>
<td>Logit.counts</td>
<td>days</td>
</tr>
<tr>
<td>6</td>
<td>$wd$</td>
<td>Frequency of wet days (precipitation ≥1 mm)</td>
<td>Logit.probs</td>
<td>days</td>
</tr>
<tr>
<td>7</td>
<td>$p_{av}$</td>
<td>Precipitation average</td>
<td>Linear</td>
<td>mm/day</td>
</tr>
<tr>
<td>8</td>
<td>$p_{int}$</td>
<td>Simple daily intensity (rain per rain day)</td>
<td>Linear</td>
<td>rain/wet-day</td>
</tr>
</tbody>
</table>

Two different methods were used to calculate trend magnitudes and to test for statistical significance, depending on the value range of the index. For indices with a continuous value range (e.g., mean precipitation and precipitation
intensity), trends were calculated with conventional linear regression. These indices are indicated by ‘linear’ in Table 1. The trend magnitude is then expressed as a percentage change over the 57 years relative to the 57 years mean value of the index.

Linear regression is one of the simplest methods to calculate the trend of data in time series. The equation of the linear regression line is given by \( Y = a + bX \), where \( X \) is the independent variable and \( Y \) is the dependent variable. The slope line is \( b \), and \( a \) is the intercept (value of \( Y \) when \( X = 0 \)). The slope of regression describes whether the trend is positive or negative. In this study, \( Y \) is the precipitation and \( X \) is the year. Linear regression requires the assumption of normal distribution. In this study, the null hypothesis is that the slope of the line is zero or there is no trend in the data. The significance of the slope is shown by the probability value (\( P \)-value) of it. Microsoft Excel was used to calculate the lines and statistical values of linear regression analysis. The \( P \)-value from the analysis is the test for the significant level \( \alpha = 0.05 \). In the ‘linear’ case, statistical significance is assessed following the nonparametric Kendall’s tau test (Kendall, 1970). This is a robust, rank-based test, which, unlike the conventional Student’s \( t \)-test, does not depend on the assumption of Gaussian distributed residuals.

Kendall’s tau differs from the Spearman rank-order correlation in that it only uses the relative ordering of ranks when comparing points. It is calculated over all possible pairs of data points using the following formula:

\[
\tau = \frac{\text{concordant} - \text{discordant}}{\sqrt{\text{concordant} + \text{discordant} + \text{same}X} \sqrt{\text{concordant} + \text{discordant} + \text{same}Y}},
\]

(1)

where \text{concordant} is the number of pairs where the relative ordering of \( X \) and \( Y \) are the same, \text{discordant} where they are the opposite, \text{same} \( X \) where the \( X \) values are the same, and \text{same} \( Y \) where the \( Y \) values are the same. \( \tau \) is approximately normally distributed with zero mean and variance:

\[
\text{Var}(\tau) = \frac{4N+10}{9N(N-1)}.
\]

(2)

One advantage of Kendall’s tau over the Spearman coefficient is the problem of assigning ranks when data are tied. Kendall’s tau is only concerned whether a rank is higher or lower than the other, and, therefore, it can be calculated by comparing the data themselves rather than their rank. When data are limited to only a few discrete values, Kendall’s tau is a more suitable statistic.

For indices with a discrete value range, e.g., for counts of threshold exceedances and frequencies, we used logistic regression for trend calculation. Logistic regression is a special case of the generalization of regression techniques (see McCullagh and Nelder, 1989). It is appropriate for dealing with number
counts and probabilities, for which the assumptions of linear regression with uniform variance and Gaussian residuals are not satisfied. The logistic regression approach of this paper is similar to the application in Frei and Schär (2001). In particular, we used the logit function as a link function and the maximum likelihood method for parameter estimation. Moreover, in the assessment of statistical significance, we corrected for overdispersion in the data series, which is an implicit account of the serial correlation in the annual series. Our calculations are based on the software MATLAB, where slightly different formal approaches are needed for counts compared with probabilities (see also Venables and Ripley, 1997). Indices for which trends are calculated and tested by logistic regression are labeled as logit.counts and logit.probs in Table 1.

Frei and Schär (2001) suggest the use of binomial distribution to model the count $n$ of events at a particular time (e.g., the number of heavy daily precipitation in a particular summer). The probability for $n$ events in $m$-independent trials (days) is given by

$$B(n; \pi, m) = \binom{m}{n} \pi^n (1 - \pi)^{m-n}$$

with

$$\binom{m}{n} = \frac{m!}{n!(m-n)!},$$

where $\pi$ is the probability of the event occurrence. The expected value $\langle n \rangle$ and variance $\text{var}(n)$ of the distribution are

$$\langle n \rangle = m \pi, \quad \text{var}(n) = m \cdot \pi \cdot (1 - \pi).$$

The logistic regression model expresses a transformed form of the expected value of counts (or equivalently the event probability $\pi$) as a linear of a covariate $x$:

$$\eta(\pi) = \alpha + \beta \cdot t,$$

where $t$ is the time, $\alpha$ and $\beta$ are the regression intercept and coefficient, respectively, to be estimated from the data $\eta$ is a prescribed link function that transfers the value range of $\pi$ $[0,1]$ on to the real axis, to ensure compatibility with the linear model on the right hand side of Eq. (6). In principle, various link functions can be appropriate. Here we chose the canonical link of the logistic regression model:
\[ \eta(x) = \logit(x) \equiv \log\left(\frac{x}{1-x}\right). \] (7)

As a result, the connection between the expected value of events and the covariate takes the form:

\[ \pi(t; \alpha, \beta) = \exp(\alpha + \beta \cdot t) /[1 + \exp(\alpha + \beta \cdot t)]. \] (8)

The magnitude of the trend, as given by model parameter \(\beta\), is conveniently expressed as the odds ratio \(\Theta\), defined as

\[ \Theta \equiv \frac{\pi(t_2)}{1-\pi(t_2)} / \frac{\pi(t_1)}{1-\pi(t_1)} = \exp[\beta \cdot (t_2 - t_1)]. \] (9)

The odds ratio represents the relative change in the ratio of the events against nonevents during the period \((t_1, t_2)\), and it is an exponential function of the period length. In the case of rare events \((\pi \ll 1)\), Eq.(5) approximates an exponential trend and the odds ratio represents the fractional change of the rare event probability from the beginning to the end of the period \([\Theta \approx \frac{\pi(t_2)}{\pi(t_1)}]\).

The parameters \(\alpha\) and \(\beta\) of logistic regression model are estimated using an S-plus implementation of the maximum likelihood method (Zarenistanak et al., 2014). The statistical significance of the estimated trend parameter can be inferred from the \(p\)-value testing against the null hypothesis \((\beta = 0)\). (The \(p\)-value represents the probability of accepting the null hypothesis). In our applications, \(p\)-values were obtained by using the deviance difference between the trend model and the null hypothesis as the test statistic (McCullagh and Nelder, 1989). Test results will be given for a two-tailed test with a significance level of 5%.

For convenience in displaying the results, the trend magnitudes derived by logistic regression are converted into relative changes over the 57 years as for linear regression. Yet it should be noted that trend magnitudes between the two regression methods are not strictly comparable. For example, the change in the probability of a threshold exceedance differs from the respective change in the threshold (e.g., Katz and Brown, 1970; Fowler and Hennessy, 1995).

### 3. Results and discussion

First, precipitation indices \((Table I)\) were calculated for spatial precipitation networks \((Fig. I)\) in annual and seasonal scales, the trend of which was later analyzed based on the trend estimation method \((the\ last\ column\ in\ Table\ I)\). Finally, a more precise analysis of their spatial and temporal variability during the last half-century was performed.
3.1. Annual Trend

Fig. 2 shows the spatial distribution of the results related to the annual trend for heavy precipitation group indices in the studied area. These results are presented for the first 5 indices in Table 1 as follows: (1) pq90 and pq95, (2) pnl85 and pnl90, (3) pfl90, (4) px3d, px4d, and px5d, and (5) pn5mm. Also, the spatial distribution of the significance levels of this trend for these indices along with the base precipitation group indices are presented in Fig. 5.
Fig. 2. Annual trends of the heavy precipitation indices. \( pq_{95} \) and \( pq_{90} \): heavy precipitation threshold; \( pnl_{85} \) and \( pnl_{90} \): heavy precipitation day; \( pfl_{90} \): heavy precipitation proportion; \( px_{3d}, px_{4d} \) and \( px_{5d} \): greatest N-day precipitation; \( pn_{5mm} \): heavy precipitation frequency

In the annual scale (Fig. 2), trend analysis reveals a similar trend for all of the heavy precipitation indices. All of these indices show an evident bump for the positive-trend estimates (circles as opposed to triangles), which is significant in a large number of the network pixels (filled symbols). The greatest incremental trend is observed in the heavy precipitation frequency and threshold indices at a very high significance level (0.01%). At the high significance level (1%), indices of heavy precipitation days, heavy precipitation threshold, and maximum n-day precipitation had a large range. At the average significance level (5%), all the heavy precipitation indices had a large range. Thus, the incremental trend range was maximum at a 5% significance level compared with other levels. The geographical scope of the areas with the incremental trend in heavy precipitation indices matched the spatial distribution of the uneven areas (Fig. 4). Therefore, considering the characteristics of mountainous areas such as high slope and low permeability, the probability of increasing floods and their future effects is increased.
**Fig. 3.** Annual trends results of basic precipitation indices (*wd*: frequency of wet day; *pav*: precipitation average, and *pint*: simple daily intensity).

**Fig. 4.** The areal extent of statistical significance levels in the annual trend of heavy and basic precipitation indices (*p* and *n* are respectively positive and negative trend symbols).
3.2. Seasonal trend

Fig. 5 demonstrates the spatial distribution of seasonal precipitation for a long period in the studied area. The precipitation regime was of winter and spring nature in the studied area. In other words, winter and spring had maximum share in supplying the annual precipitation. Thus, probable changes in the indices of heavy and base precipitation groups were investigated for these two seasons (Nazaripour and Daneshvar, 2017).

![Spatial distribution of seasonal precipitation](image)

Fig. 5. Spatial distribution of seasonal precipitation in the study area, that was obtained by surface interpolation (kriging method) of the long-term mean of seasonal precipitation.

Fig. 6 shows the results of the trend for the heavy precipitation indices in winter for the studied area. The trend analysis found a similar trend for all of the heavy precipitation indices in winter. Results of the statistical and spatial trend analysis represented a clear positive trend with statistical significance in a large
part of the studied area. The geographical scope of the regions with a trend in winter was in full agreement with the annual scale. In other words, the variability of heavy precipitation indices was associated with winter as the region with maximum precipitation. The geographical scope of the areas with the incremental trend in heavy precipitation indices matched the spatial distribution of uneven areas. The largest scope of very high statistical significance (0.01%) in heavy precipitation indices associated with winter was observed in the greatest n-day precipitation indices and heavy precipitation ratio. At a high significance level (1%), the scope of each heavy precipitation indices was high. At the medium significant level (5%), heavy precipitation threshold indices, heavy precipitation days, and the greatest n-day precipitation had a large scope. The spatial range of the statistical insignificance level was minimum compared with the other levels (Fig. 8). More precise analysis of the spatial distribution of significance levels related to the incremental trend in the heavy precipitation indices showed that the incremental trend of these indices was very significant in winter.
Fig. 6. Winter trend of the heavy precipitation indices. ($pq_{95}$ and $pq_{90}$: heavy precipitation threshold; $pnl_{85}$ and $pnl_{90}$: heavy precipitation day; $pf_{90}$: heavy precipitation proportion; $px_{3d}$, $px_{4d}$, and $px_{5d}$: greatest $N$-day precipitation; $pn_{5mm}$: heavy precipitation frequency)

Fig. 7 shows the trend of the base precipitation group indices for winter. Similar to the annual scale, the precipitation intensity index showed a clear bump in the incremental trend. The maximum spatial scope for the precipitation intensity index was at average, high, and very high significance levels,
respectively. Conversely, the two other indices of the base precipitation group did not show the same trend. A significant incremental trend in the relatively large spatial scope was observed in rainy days and average precipitation indices, which was limited to the eastern part of the studied area. On the other hand, a decremental trend was observed at the average significance level in these indices. The spatial range of this decremental trend was limited to two areas. One was the eastern half situated on the edge of Dasht-e Lut desert and the other was located on the southern corner in Jazmurian wetland, both of which had very low precipitation.

Fig. 7. Winter trends of the basic precipitation indices (wd: frequency of wet day; pav: precipitation average, and pint: simple daily intensity).
Fig. 8. The areal extent of statistical significance levels in the winter trend of heavy and basic precipitation indices (p and n are respectively positive and negative trend symbols).

**Fig. 9.** shows the trend of the heavy precipitation group indices in spring. Unlike the annual scale and winter, the only indices that had a trend were heavy precipitation threshold, heavy precipitation days, and heavy precipitation ratio, the trends of which were not the same. Results of statistical and trend analyses indicated an incremental trend in the northern half and a decremental one in the southern half of the studied area. The spatial range of the incremental trend was more than that of the decremental one. Nevertheless, the trends were not highly significant (*Fig. 11*). Temporal and spatial variability in spring compared with winter could justify the lack of spatial uniformity in the trend. In contrast to winter, the maximum precipitation of spring was limited to the northern half of the studied area. Thus, the incremental trend of heavy precipitation indices in spring matched the maximum spatial distribution of precipitation in this season.

*Fig. 10* represents the trend of base precipitation indices for spring. The average precipitation index showed a clear trend in the northern half of the studied area, the highest scope of which was located in the eastern part of the area and the edge of Dasht-e Lut. Rainy day index had an incremental trend as well, but it was less statistically and spatially significant. Also, precipitation intensity index was less statistically and spatially significant in the studied area.
Fig. 9. Spring trends of the heavy precipitation indices. The px3d, px4d, px5d, and pn5mm indices are without any trend.
Fig. 10. Spring trends of the basic precipitation indices (wd: frequency of wet day; pav: precipitation average, and pint: simple daily intensity).

Fig. 11. As Fig. 8, but for spring. The areal extent of statistical significance levels in the spring trend of heavy and basic precipitation indices (p and n are respectively positive and negative trend symbols).
4. Conclusions

In this study, we have analyzed daily precipitation data from the dense network in one of the arid and semi-arid regions of Iran for trends in daily precipitation statistics over the last half-century. The statistics encompass basic characteristics and measures of heavy precipitation. Two different methods of trend analysis and statistical assessment were applied, depending on the data nature of the indices. Our analysis has identified spatially coherent and statistically significant trends for most statistics related to the heavy precipitation category.

In the annual scale, a statistically significant and spatially coherent incremental trend was observed for all the indices of heavy precipitation groups as well as the precipitation intensity index. The strong statistical significance of the incremental trend was more prominent in the indices related to the highlands and the studied mountainous area. These indices in the lowlands including the marginal land of the Dasht-e Lut desert in the east and the south-east desert of Jazmurian wetland in the studied area lacked any trend. The incremental trend of the heavy precipitation indices was considered a climatic warning in the high and mountainous lands, which are flood-prone. There was also an incremental trend, both statistically and spatially, in heavy precipitation indices of winter and spring, which was the same as the annual scale. However, there were differences in the statistical and spatial characteristics between the two seasons. In winter, an almost identical change was found in each heavy precipitation group indices as well as in the precipitation intensity index of the base precipitation group. However, in spring, the situation was more complicated. Here, there was variability in some indices of the heavy precipitation category including heavy precipitation threshold, heavy precipitation days, and heavy precipitation ratio. The variability of spring indices was not statistically and spatially significant. In other words, a large volume of the annual variation of heavy variability indices could be explained by the winter season. In autumn and summer, the heavy precipitation indices did not show statistically significant trends, and there was no evidence for long-term trends in the statistics related to the basic precipitation category.
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