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Abstract⎯ In this paper, evaluation the performances of GEP (gene expression 
programming), ANFIS ( adaptive fuzzy interference system), and SVM (support vector 
machine) artificial intelligence models in two scales of daily and monthly rainfall data 
from Urmia meteorological station (Iran) and monthly rainfall data from Diata 
meteorological station (India) was used in rainfall simulation. The correlation coefficient 
of observed and simulated values was evaluated by the R2 criterion, simulation error was 
evaluated by the root mean square error (RMSE), and MB criteria and model efficiency 
were evaluated by the Nash-Sutcliffe method. The results show that the correlation 
coefficients in the GEP model based on daily data from Urmia station and monthly data 
from Diata station are 23 and 58%, respectively, and R2 in simulation with GEP is 
estimated to be 55% lower than with the other two models. The R2 range in both ANFIS 
and SVM models varies from 91 to 93%. On average, the RMSE values in the GEP 
simulation are 50% and 55% higher than the ANFIS ratio for daily and monthly data at 
the two stations, respectively, and the RMSE values of ANFIS model are 1% and 3% 
higher than those of the SVM at Urmia and Diata stations, respectively. The bias values 
of the GEP model are 72% and 60% higher than those of ANFIS at Urmia and Diata 
stations, respectively. The GEP efficiency factors are 56% and 61% lower than those of 
ANFIS at Urmia and Diata stations, respectively. And the ANFIS efficiency ratio is 1 and 
2% lower than SVM in Urmia and Diata stations, respectively. Therefore, rainfall 
simulation with the SVM model is associated with a lower error rate and better efficiency, 
the ANFIS model is close to the efficiency of SVM, and the GEP model is not suitable 
for rainfall simulation. 

Key-words: artificial intelligence models, gene expression programming, rainfall 
simulation, support vector machine 
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1. Introduction 

One way to study hydrological systems and water resources to predict the 
behavior of its components is to use a model, or in other words, to simulate its 
processes (Refsgaard and Knudsen, 1996). Rainfall is an important factor that is 
directly involved in the hydrological cycle. Simulation and forecasting of this 
factor play an important role in hydrological planning and water and agricultural 
resources. (Refsgaard et al., 2005) Water science experts pay special attention to 
modeling and forecasting effective strategies in rainfall analysis and its effect on 
agricultural activities (Hoogenboom, 2000). Moreover, the results of a 
simulation model can be used to verify or correct the data (Sentelhas et al., 
2001). Intelligent models, meanwhile, have shown a relatively high ability to 
simulate and predict nonlinear hydrological time series (Nourani and Komasi, 
2013). These models include the gene expression programming (GEP), the 
adaptive fuzzy inference system (ANFIS), and the support vector machine 
(SVM) (Dibike, 2006; Jang, 1993; Ferreira, 2001).  

The GEP model, developed by Ferreira (2001), is an evolutionary method 
based on Darwin's theory of evolution and on the ability to simulate completely 
nonlinear and dynamic processes (Alvisi et al., 2005). The ANFIS structure is 
equivalent to a post-diffusion network that uses the neural network learning 
algorithm in combination with fuzzy reasoning to create a mapping between the 
input and output space (Jang, 1993). The SVM method is also one of the 
supervised learning methods that can be used for both classification and regression. 
This method is based on the Vapnik's method of statistical learning theory (Vapnik, 
1998), and it is a method for binary classification in the space of desired properties. 
The SVM is essentially a two-class binder that separates classes by a linear 
boundary. In this method, the closest samples to the decision boundary are called 
support vectors (Hamel, 2011). The mentioned models have been used in water 
engineering so far, the following are some of the researches conducted on them. 
Ustoorikar and Deo (2008) used GEP to estimate incomplete data on wave heights 
in the Gulf of Mexico, and they found that the structure was accurate in predicting 
time series data. Aytek and Kisi (2008) used ANN (artificial neural network) and 
GEP methods to rainfall-runoff modeling in the Juniyata River Basin in 
Pennsylvania, USA. Comparing their results showed that GEP performed better 
than ANN. The results of a study by Shiri and Kisi (2011) showed that, in 
comparing the predictive performance of short-term static level fluctuations using 
two models, GEP and ANFIS, both models perform well in predicting static level 
fluctuations, but the GEP model has a simpler structure than ANFIS. Kavehkar et 
al. (2013) simulated the water level fluctuations of Urmia Lake using GEP and 
ANN. The results showed the optimal GEP accuracy in simulating water level 
fluctuations. Comparing the performance of the Bayesian network and GEP models 
in daily river flow forecasting, Baba Ali and Dehghani (2016) showed that GEP 
forecasts are associated with lower error estimation. Chang and Chang (2001) used 
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ANFIS to predict reservoir inflow. According to their results, the predictions of the 
ANFIS model are more accurate than the classical models. Choubey et al. (2014) 
used the SVM model to predict and analyze the inflow of Narmada Reservoir Dam 
in the Indian state of Prague showing that this method has a very good ability to 
simulate and predict the average monthly flow. He et al. (2014) used the SVM 
model to predict river flow in mountainous and semi-arid regions in the 
northwestern part of China, and they found that SVM has better performance than 
ANN and ANFIS, to predict river flow in the semi-arid mountainous areas. Tabari 
et al. (2013) used SVM, ANFIS, regression, and meteorological models to simulate 
reference evapotranspiration using climate data. Their results showed the 
superiority of the SVM model over other methods. Ahmadi et al. (2014) used GP 
(genetic programming) and SVM to predict the monthly reference crop 
evapotranspiration. Their results showed that SVM was superior to GP. Dehghani 
et al. (2016) compared the performance of SVM, GEP, and Bayesian network 
models in predicting river flow. Their results showed that the SVM performed 
better with the least amount of error than the other models. Mehdizadeh et al. 
(2017) investigated the performance of empirical equations and soft computing 
approaches including GEP, SVM, as well as multivariate adaptive regression 
splines (MARS) in estimating monthly mean reference evapotranspiration. The 
performance of the SVM was better than the used empirical equations. Hong et al. 
(2018) coupled ANFIS with a genetic algorithm and differential evolution for flood 
spatial modeling. They combined two data mining techniques with the ANFIS 
model, including the ANFIS-Genetic Algorithm and the ANFIS-Differential 
Evolution. The result showed, the ANFIS-Differential Evolution hybrid model is 
more suitable for flood susceptibility mapping in their study area. Kalantar et al. 
(2018) assessed the training landslides random selection effects on support vector 
machine (SVM) accuracy, logistic regression (LR), and artificial neural network 
(ANN) models for landslide susceptibility mapping. Results showed that SVM and 
LR models performed better than ANN model. Pashazadeh and Javan (2020) 
compared the performance of GEP and ANN models with the equivalent 
Muskingum inflow model. Their results showed that the obtained outflow 
hydrograph by the GEP model had an excellent performance compared with ANN 
and equivalent Muskingum inflow models. 

Due to the importance of rainfall simulation to analyze, verify, correct, and 
complete data and forecasts in future periods as well as the impact of long-term 
memory data on the performance of certain models, the aim of this study was to 
evaluate the efficacy and accuracy of the three models (GEP, ANFIS, and SVM) 
in rainfall simulation. 

For this purpose, the monthly data of the 110-year-long time series of Diata 
station in India and the daily data of the 44-year-long time series of Urmia 
station have been used and the simulation performance has been evaluated using 
different criteria. 
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2. Materials and method 

In this study, two series of monthly rainfall records (1900–2010) of Diata 
meteorological station (Shivapouri Region of Madhya State of India) and daily 
rainfall records (1961–2005) of Urmia synoptic station (Iran) were used. To 
perform the simulation, 90% of the data was used to train (learning phase) and 
the remaining 10% of the data was used to test (testing phase) the models, 
followed by running the SVM, ANFIS, and GEP algorithms and the evaluation 
criteria. Fig. 1 shows the location of the Urmia and Datia meteorological 
stations in Iran and India, respectively. 
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Fig 1. Location map of the selected stations in Iran and India. 
 
 

2.1. Gene expression programming (GEP) 

This method is a combination of methods such as genetic programming (GP) 
and genetic algorithm (GA). In GEP, similarly to genetic algorithm, the 
individuals are encoded as linear strings of fixed length (the genome or 
chromosomes), and similarly to genetic programming, they are expressed as 
nonlinear entities of different sizes and shapes. In GEP, the genome or 
chromosome consists of a linear, symbolic string of fixed length composed of 
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one or more genes. It will be shown that despite their fixed length, GEP 
chromosomes can code expression trees (ETs) with different sizes and shapes. 
One of the strengths of GEP over GA and GP is that genetic operators’ works at 
the chromosome level, which makes genetic diversity creation extremely 
simplified. The other strong point of GEP is its unique, multigeneric nature, 
which allows the evolution of more complex programs composed of several sub-
programs (Ferreira, 2001). Further details on this method are provided by 
Shoaib et al. (2015). In this study, GEP simulation was performed using 
GeneXpro Tools (v5) software. 

2.2. Adaptive-network-based fuzzy inference system (ANFIS) 

The method of adaptive fuzzy-neural inference system is a combination method, 
in which the fuzzy part establishes the relationship between the input and output 
variables, and the characteristics related to the membership functions of the 
fuzzy part are determined by the neural network. This method has five layers 
according to Fig. 2, which are described in the following steps: 
 

 

 

 

Fig 2. ANFIS network structure. 
 

 

Layer 1, the input nodes: Every node in this layer acts as a member 
function that is assigned to each of the input variables of the model (x and y). 
Member amounts are determined based on the inputs belonging to each of the 
fuzzy sets A1 and B1. In other words, the output of each node in this layer is the 
degree of members assigned to the input variables in the fuzzy sets, which are 
expressed as follows: 
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 , (1) 
 
 , (2) 
 

where x and y are the non-fuzzy inputs of node i, Ai, and Bi are fuzzy 
membership functions, and O1,i and O2,i represents the outputs of the first layer. 

Layer 2, the rules nodes: Each node in this layer calculates the degree of 
activity of a rule. In this layer, the operator "and" is used to calculate the degree 
of participation of each rule. O2,k represents the output of the k-node in the 
second layer, and it is the product of the degrees of membership of each entry:  

 
 ( ) ( )2, µ . µK Ai BjO x y= . (3) 

 
Layer 3, the normalized nodes:This step calculates the ratio of the degree 

of participation of each rule to the total degree of participation of all the rules. 
As a result, this layer is defined as  
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where wi is the ith output node of the previous layer. 

Layer 4, the adaptive nodes: This step uses the result parameters to 
calculate the output of each node: 
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where wi is ith output node of the previous layer and {pi, ri, qi} are linear 
adaptive parameters. 

Layer 5, the output node: This step expresses the final output value as the 
sum of the output nodes of the previous layer:  
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The ANFIS network learning algorithm is a hybrid learning algorithm 

consisting of a descending gradient algorithm and a minimum squared return 
method. The descending algorithm is used to update the network's nonlinear 
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parameters and the estimate of the minimum return square is used to adjust the 
network weights. Network training error is defined as: 
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where  and  are the optimal and estimated outputs of the network for the ith 
input, respectively, and N is the total number of input-output data pairs (training 
data) of the network (Jang, 1993). 

2.3. Support vector machine (SVM) 

SVM is a supervised learning model that is based on the constrained 
optimization theory and the method of structural risk minimization. In this 
model, the function related to the dependent variable Y, which is itself a function 
of several independent variables of x, is estimated. Similarly to other regression 
issues, it is assumed that the relationship between independent and dependent 
variables are specified with an algebraic function f(x) plus an acceptable error ε.  
 
 ( ) ( )Tf x W . bxφ= + ,  (8) 

 
  ,  (9) 
 

where the W (vector of the equations) and b (constant) are the characteristics of 
the regression, and φ is Kernel function. The purpose is to find the function of 
f(x). This is achieved by using the SVM training phase. Therefore, to calculate 
W and b, it is necessary to optimize the error function (Eq. (10)) in the ε-SVM 
model by considering the conditions in Eq. (11): 
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where C is a positive integer that determines the penalty when the model 
training error occurs, φ is the Kernel function, N is the number of samples, and 
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the two characters iξ and * iξ are slack variables determining the upper 
and lower limits of the training error associated with the allowable error value ε. 
In the case of predictions, the data are placed within the ε -boundary range. But, 

if the data is out of range, then there is an equivalent error iξ  and  *iξ  
(Eskandari et al., 2012). After defining the Lagrangian coefficients, the 
characteristics of W and b in the regression SVM model are calculated using 
Crash-Cohen-Tucker theory, in which W is consistent with Eq. (12), and as a 
result, for SVM model, we will calculate Eq. (13): 
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where  and  are Lagrangian terms and  can be zero or non-zero. 
Therefore, only the data sets whose coefficients   are assumed to be non-zero, 
are entered into the final regression equation. These data sets are known as the 
support vectors. Finally, the regression SVM function can be rewritten as 
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In Eq.(14), the calculation of φ (x) in the specified space may be very 

complex. To solve this problem, a kernel function is selected in the regression 
SVM model. Different kernel functions can be used to construct different types 
of ε-SVM models (Hofmann, 2002): 

 
.  

(15) 
 

2.4. Performance criteria  

The correlation coefficient R2 (Eq. (16)), root mean square error (RMSE) 
(Eq. (17)), Nash-Sutcliffe efficiency coefficient NSE (Eq. (18)), and the bias or 
model bias MB (Eq. (19)) were used as performance criteria to evaluate the 
accuracy and efficiency of the used models. 

2( , ) 4( )
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where  are the observed values,  are the simulated values,  are the mean 
observed values, S is the number of data,  is the variance of observed values, 

 is the variance of simulated values (Nash and Sutcliffe, 1970; Swinscow and 

Campbell, 2013; Salas et al., 1980). The flowchart of the proposed methodology 
is presented in Fig. 2. 

 
 

 
Preparing the daily and monthly rainfall  

↓ 

Preparing the data in train (75%) and test (25%) scale  

↓ 

Run the studied models in the training phase and evaluate the 
accuracy of the models 

↓ 

Run the studied models in the test phase and evaluate the 
accuracy of the models 

↓ 

Evaluate and compare the models studied based on RMSE, 
NSE, and MB 

↓ 

Introducing the best models on the monthly and daily scale 

Fig 2. Flowchart of the proposed methodology 
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3. Results and discussion 

Rainfall simulation has been demonstrated by GEP, ANFIS, and SVM models 
along with the correlation between observed and simulated value. The results are 
shown in Figs. 4, 5, and 6. According to these figures, in simulation with GEP, 
simulated rainfall is less than the observed values, and the correlation diagram 
of this simulation shows the relative scattering of simulated data, and the 
simulated values by ANFIS and SVM are more consistent with observational 
data. The correlation between the observed and simulated values of these two 
models is high and slightly different from each other. The data correlation in the 
ANFIS model is slightly higher than in the SVM. The correlation coefficient in 
simulation with GEP is estimated to be 55% lower than the other two models, 
and the R2 range in both ANFIS and SVM models varies from 91 to 93%. 
 
 
 
 

 
Fig 4. Rainfall simulation and the correlation between observational data and simulation 
in the GEP model (mm). 
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Fig 5. Rainfall simulation and the correlation between observational data and simulation 
in the ANFIS model (mm) 

 
 

 

Fig 6. Rainfall simulation and the correlation between observational data and simulation 
in the SVM model (mm) 
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3.1. Evaluation of the performance of simulation models 

The evaluation of GEP, ANFIS, and SVM models using RMSE, MB, and NSE 
criteria are presented in Table 1. The comparison of simulations based on daily 
and monthly rainfall data shows that the root mean square error (RMSE) in 
simulation with daily data is less than with monthly data and the model 
bias (MB) is more in daily data compared to monthly. The Nash-Sutcliffe 
efficiency (NSE) criteria of models with daily data are higher than monthly, the 
details of which can be examined in the table. On average, the root mean square 
error (RMSE) in the GEP simulation is 50 and 55% higher than that of the 
ANFIS for Urmia and Diata stations, respectively. However, ANFIS is superior 
to SVM in the training phase and performs worse in the test phase. But on 
average, the RMSE of the ANFIS model is 1 and 3% higher than that of the 
SVM at Urmia and Diata stations, respectively. The bias model of GEP is 72 
and 60% higher than that of ANFIS at Urmia and Diata stations, respectively. 
The ANFIS bias is 62 and 15% higher than the SVM bias at Urmia and Diata 
stations, respectively. The GEP's Nash-Sutcliffe efficiency (NSE) criteria are 56 
percent and 61% lower than the NSE of ANFIS at Urmia and Diata stations, 
respectively. The NSE of ANFIS is 1 and 2% lower than the NSE of SVM in 
Urmia and Diata stations, respectively. 
 

 

Table 1. Evaluating the performance of simulation models GEP, ANFIS, and SVM 

Index 

Station Model RMSE (mm) MB (mm) NSE (%) 

Train Test TrainTest Train Test 

3.389 2.647 2.130.672 31 27 Urmia 
GEP 

81.327 70.558 0.02760.605 24 21 Diata 

0.997 0.998 0.1110.662 92 88 Urmia 
ANFIS 

32.453 35.592 0.1060.145 93 83 Diata 

1.007 0.952 0.3580.291 92 90 Urmia 
SVM 

33.002 32.702 0.1890.099 93 88 Diata 

 

 
By comparing the results of this study with the result of other researchers, it 

can be shown that the result is consistent with the results of Ahmadi et al. (2014) in 
the superiority of the SVM model over GEP to estimate reference 
evapotranspiration over a 37-year-long period. Results are consistent also with the 
results of Tabari et al. (2013), that they simulated the reference crop transpiration 
by using SVM and ANFIS, and showed the relative superiority of SVM. On the 
other hand, results of Shiri et al (2013), which used ANN, ANFIS, SVM, and GEP 
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methods to predict rainfall and evaporation parameters to predict groundwater level 
fluctuations, are inconsistent with the research results of the present study showing 
better GEP efficiency. The reason for the inefficiency of ANFIS and SVM in this 
study is related to the limited groundwater data due to their nature. Also, they used 
eight-year time series data in their research. Therefore, if the data used is limited, 
other models may be as efficient as ANFIS and SVM, which require an evaluation 
through different indicators. 

4. Conclusion 

Based on the performance criteria, evaluating efficiency, and accuracy of three 
models, GEP, ANFIS, and SVM in daily and monthly rainfall simulation, the 
correlation coefficient of rainfall simulation with daily data is higher than that of 
the simulations with monthly data in all three models. The correlation in GEP 
simulation is significantly lower than in the other two models, and ANFIS 
performs 1% better than SVM with daily and monthly data. According to the 
RMSE criterion, the use of daily data performs better than the use of monthly 
data in all three models, GEP simulation performs worse than the other two 
models, and ANFIS has a slight superiority over SVM, which requires further 
research. In all three simulations, the model bias (MB) with daily data is higher 
than monthly, and the simulation bias in GEP is 76% and 83% higher than the 
bias in ANFIS and SVM, respectively. The efficiency of all three models 
performs better in simulation with daily data than with monthly data, and the 
efficiency of the GEP model is 27% better on average according to this criterion, 
and SVM has about 4% better performance than that of ANFIS. Therefore, the 
SVM rain simulation is associated with a lower error rate and better efficiency, 
the ANFIS model has the same capability as the SVM, and the GEP model is not 
suitable for simulating rainfall. Therefore, the higher MB and RMSE, as well as 
less R2 and NSE of GEP model than the other two models show poor GEP 
performance compared to ANFIS and SVM. Due to the slight advantage of 
ANFIS over SVM based on R2 and RMSE criteria and the relative superiority of 
SVM over ANFIS based on MB and NSE criteria, SVM can be introduced as 
the superior model. 
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