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Data

I Water vapor is a key component of the global hydrologic cycle and plays a major role in
many atmospheric processes contributing to the weather and climate.

I Recent data: GNSS-derived Integrated Water Vapor daily series (GNSS IWV) (Bevis et al
(1992); Bock (2014))

→ show inhomogeneities (abrupt changes)

→ work on the difference between GNSS and ERAI (meteorological reanalysis):

∆IWV=IWVGPS -IWVERAI
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Features of the data ∆IWV

a periodic signal remains

a non-stationarity of the variability is observed
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Objectives

Detection of the abrupt changes (change-points) in the series of difference ∆IWV: a new
change-point detection in the mean model taking into account for these features (Quarello
et al (2022))

→ this talk

Validation of the detected change-points using the available metadata and study of the sensitivity of
the proposed segmentation method to the data properties (Nguyen et al (2021))

→ second talk of Olivier Bock

Attribution of the detected change-points to GNSS or ERAI: a new method using machine learning
(paper in revision)

→ third talk of Ninh Nguyen
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Model

We add a functional part in the model proposed by Bock et al (2020):

yt ind. ∼ N (µk + ft , σ
2
month) if t ∈ rmean

k ∩ rvarmonth, for k = 1, . . . ,K ,

where

? the segments of constant mean rmean
k = Jtk−1 + 1, tkK are unknown,

? the segments of constant variance rvarmonth = {t; date(t) ∈ month} are known

µ + E f y = µ + f + E
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Model

We add a functional part in the model proposed by Bock et al (2020):

yt ind. ∼ N (µk + ft , σ
2
month) if t ∈ rmean

k ∩ rvarmonth, for k = 1, . . . ,K ,

where

? the segments of constant mean rmean
k = Jtk−1 + 1, tkK are unknown,

? the segments of constant variance rvarmonth = {t; date(t) ∈ month} are known

I Form for ft? ft will be approximated using a Fourier series of order 4

ft =
4∑

i=1
ai cos

(
2πi

t

L

)
+ bi sin

(
2πi

t

L

)
,

where L is the mean length of the year (L = 365.25 days when time t is expressed in days).

I Change-points? we note T = (t1, t2, . . . , tK−1) the K − 1 change-points
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Maximum likelihood segmentation in K segments

I log-likelihood

log p(y ; K ,T , f , µ, σ2) = −
n

2
log (2π)−

∑
month

nmonth

2
log (σ2month)

−
1
2

K∑
k=1

∑
month

∑
t∈rmean

k
∩rvar

month

(yt − µk − ft)
2

σ2month

I Main challenge: computational issue for the change-points?

→ σ2month and f are global parameters (shared by the mean segments)

→ the classical efficient algorithm (the Dynamic Programming or DP) can not applied
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Proposed strategy → to allow the use of DP

I Step 1: estimation of the variance σ2month using a robust approach (robust to the
change-points) → σ̂2month (Bock et al (2020); Rousseeuw and Croux (1993))

I Step 2: an iterative procedure: at iteration [h + 1]:

(1) Estimation of f on {yt − µ[h]
k }t using a weigthed least-square regression with weights

1/σ̂2month,

f [h+1] = argmin
f

K∑
k=1

∑
month

∑
t∈rmean

k
∩rvar

month

(yt − ft − µ[h]
k )2

σ̂2month

,

(2) Estimation of T and µk on {yt − f
[h+1]
t }t :

(T , µ)[h+1] = argmin
T∈MK

n ,µ

K∑
k=1

∑
month

∑
t∈rmean

k
∩rvar

month

(yt − f
[h+1]
t − µk )2

σ̂2month

→ DP applies
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Choice of K?

I K is chosen as follows

K̂ = argmin
K

− log p(y ; K , T̂ , f̂ , µ̂, σ̂2)︸ ︷︷ ︸
Fit

+ β pen(K)︸ ︷︷ ︸
Penalty

I Many criteria have been proposed

Criterion pen(K) β
AIC K 1
BIC K log (n)/2

Birge/Massart (BM) (Birgé and Massart (2001)) c2K + c1 log(CK
n ) adaptative

Lavielle (Lav) (Lavielle (2005)) K adaptative
mBIC (Zhang and Siegmund (2007)) f (K ,

∑
k log nk ) log (n)/2

→ The classical penalties (AIC, BIC) are not theoretically adapted in the segmentation context

→ Heuristics for the constant penalty calibration: ML, BM1 and BM2
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Simulation study

I Simulation design.

? n = 400 = 4 years of 100 each and 2
months per year

? σ1 = 0.5

? σ2 from 0.1 to 1.5 (by step 0.2)

? ft = 0.7cos(2πt/100)

? T = [55, 77, 177, 222, 300, 366] (K = 7)

? µ = [0, 1, 0, 1, 0, 1, 0]
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Accuracy of the variance estimates

? σ̂1 − σ∗1

? σ̂2 − σ∗2

? The variance estimator works well despite the presence of the periodic bias

? The dispersion increases when σ∗2 increases
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Accuracy of the segmentation estimates

? When the detection is easy (small σ∗2 ), all the criteria retrieve the true K and the change-points are
well positioned (d1 small)

? When the detection is difficult (large σ∗2 ):

- Lav tends to give the true K in median, but with large dispersion ,

- BM1, BM2 and mBIC underestimate K

→ but this under-estimation leads to a better precision of the change-point locations (smaller d1)
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Accounting for the periodic signal?

? The series shows a strong periodic variation:

- without accounting for the periodic signal (segonly), this effect is captured by the segmentation

- this effect is well fitted with our method (segfunc)
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Accounting for the heterogenous variance?

? With a homogenous variance (seghomofunc), we detect 4 change-points corresponding to two spikes

→ they are detected since in this period the real variance is high and here the estimated
homogeneous variance is lower

→ they are not validated (using the metadata)

? With a heterogenous variance (segfunc),

→ these two spikes are not detected

→ two other change-points are detected (located in a small variance period) and are validated
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Post-processing

I The segmentation method can detect a couple or more change-points located close together.

I They are usually due to spikes in the noise and are unwanted.
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Screening: proposed procedure

? finding clusters of outliers: sets of ‘too close’ change-points, i.e. in a windows of 80 days (the
windows’ size has been determinated using a clustering of the length of the segments)

? testing the variations in mean of the segment before and after (using a weighted test of mean
comparison)

- if the difference is unsignificant, all the change-points are removed (class 1)

- if the difference is significant, the cluster is replace by one change-point (in the middle) (class 2)

Note that in both cases, the data points in between the two breakpoints are flagged as ’outliers’ and are
not used in the correction step of the homogenization procedure.

E. Lebarbier Segmentation GNSS IWV 15/19



Introduction Proposed method Post-processing Conclusion References

Come back to the real example

? 12 change-points are detected

? three clusters: in October 1997 (2 changes), in May 2004 (2 changes) and in May–August 2005 (4
changes)

? for all these clusters, the test is significant: one change-point is kept per cluster reducing the set of
change-points from 12 to 7
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Model selection criteria on a real dataset and automatic validation

I Dataset: daily IWV differences for 120 global GNSS stations, for the period from 1 January 1995 to
31 December 2010

I Automatic validation of the change-points: a window of 62 days before or after a documented
change (as proposed by Van Malderen et al (2020))
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Model selection criteria on a real dataset and automatic validation

I Dataset: daily IWV differences for 120 global GNSS stations, for the period from 1 January 1995 to
31 December 2010

I Automatic validation of the change-points: a window of 62 days before or after a documented
change (as proposed by Van Malderen et al (2020))

Before screening After screening
Detections Outliers Validations Detections Validations

mBIC 3251 2714 415 13% 1270 263 21%
Lav 474 194 108 23% 341 102 30%
BM1 335 70 93 28% 292 93 32%
BM2 435 113 107 25% 370 105 28%

E. Lebarbier Segmentation GNSS IWV 17/19



Introduction Proposed method Post-processing Conclusion References

Model selection criteria on a real dataset and automatic validation

Before screening After screening
Detections Outliers Validations Detections Validations

mBIC 3251 2714 415 13% 1270 263 21%
Lav 474 194 108 23% 341 102 30%
BM1 335 70 93 28% 292 93 32%
BM2 435 113 107 25% 370 105 28%

I Model selection criteria:

? mBIC detects too many change-points and outliers compared to the others

? BM1 has the smallest number of detections and outliers, and the largest percentage of validations
(both before and after screening)

I Screening effect:

? as expected, the number of detections is reduced by the screening (strongly for mBIC)

? the number of validations remains the same after the screening for BM1, BM2 and Lav

→ BM1 is the preferred criterion according to this results but BM2 and Lav show close results
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A semi-automatic validation method

I The change-points are first checked manually and then validated using the available information

I Results:

Before After Accepted Validated Validated
(Manual decision) (Metadata) (+TEQC)

BM1 335 292 168 (57%) 99 (58.9%) 105 (62.5%)
BM2 435 370 166 (45%) 99 (59.6%) 105 (63.3%)
Lav 474 194 175 (51%) 103 (58.9%) 109 (62.3%)
Total 187 110 (58.8%) 116 (62.0%)

• With BM1, among the 168 accepted change-points, 99 are validated by the metadata:

? the metadata are not complete (the changes in environment are not included as example),

? some change-points can be du to ERAI → need for the attribution step,

? the segmentation method detects too many change-points.

• Which strategy?

? One specific criterion: BM1 shows the best percentage of accepted change-points (57%) but with
the smallest number of change-points (292)

? The special case where all three criteria are consistent and accepted amounts to 58% → not a
sufficient condition

? A combining strategy: the accepted change-points from the results of the three criteria: 187
accepted change-points and 116 validated (62%)
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Conclusion and improvements

I R packages

→ GNSSseg available on the CRAN
→ a faster version GNSSfast available on
https://github.com/arq16/GNSSfast.githttps://github.com/arq16/GNSSfast.git

I Some improvements of the segmentation method:

? the estimation of the functional part: a non-parametric approach, as a dictionary
approach proposed by Bertin et al (2016) for example,

? Integrate the presence of the ‘outliers’ or ‘spikes’ in the segmentation by using a specific
contrast in the segmentation method as the Huber contrast,

? Take into account a time-dependence that exists in time series: use for example the
same approach as proposed by Chakar et al (2017).
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