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Abstract⎯ The horizontal resolution of global climate models (GCMs) is still too coarse 
to evaluate regional climatic differences, therefore, to analyze regional environmental 
changes, it is essential to downscale the GCM simulation results. One of the methods 
widely and most often used for this purpose is dynamical downscaling. In the present 
paper we examine the ability of a specific global (HadGEM2-ES) and a specific regional 
climate model (RegCM) to describe present climatic conditions in different geographical 
areas within the Med-CORDEX domain. Our main goal with this validation is to inform 
researchers, who are planning to complete climate change impact studies about the major 
characteristics of the simulation outputs, serving as important input in such studies. So we 
analyzed annual and seasonal mean fields, mean error fields relative to the reference 
measurements, and selected climate indices. On the basis of the results, dynamical 
downscaling generally cools the HadGEM results, which depends on the distance from 
the ocean, and orography. A clear improvement can be recognized in the root-mean-
square error (RMSE) of temperature indices when using finer resolution. Moreover, 
dynamical downscaling with higher resolution often increases the precipitation in 
mountains. Furthermore, in order to quantify the potential added value of RegCM 
simulations, a complex measure was introduced to take into account both the magnitude 
and spatial extent of bias. The analysis shows a general improvement in the cold-related 
indices in Central Europe and all temperature-related climate indices in Western Europe. 
The influence of model resolution is usually so strong, that it results in the 
underestimation of precipitation indices changing into overestimation and vice versa.  

 
Key-words: climate model, validation, added value, RegCM, HadGEM2-ES, extreme 
indices, Europe, Hungary 
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1. Introduction 

Although the resolution of climate models is continuously improving as 
computational capacity increases, the differences between the outputs of global 
climate models (GCMs) and regional climate models (RCMs) are still clearly 
visible. It is important to note that these differences are not exclusively due to 
their different resolutions (Di Luca et al., 2015; Flaounas et al., 2013; Torma et 
al., 2015). Besides the evident spatial difference, another important factor is the 
different ultimate goals of their uses: global models are designed to simulate 
large-scale processes (e.g., midlatitude cyclones, anticyclones), whereas regional 
models should provide more details related to smaller scale phenomena (as the 
use of finer grids allows explicit representation of small-scale processes, e.g., 
mesoscale circulations, specific hydrodynamic instabilities, surface-forced 
processes, and the rain-shadow effect of mountains). To study regional scale 
changes, it is essential to downscale the GCMs, even if this might introduce 
additional uncertainties into the system of physical modeling through the final 
selection of the methods, models, parameterizations used. Either statistical or 
dynamical approaches, or their combination, can be used to downscale the GCM 
results (Maraun et al., 2015), and in this paper we apply dynamical downscaling 
(Giorgi, 1990).  

A general improvement of model performance can be seen through the 
consecutive generation of climate models (from their initial versions to the most 
recent developments), which is partly due to (i) the generally higher horizontal 
resolution that up-to-date computing capacities allow, and (ii) the associated 
improvement of the representation of meteorological processes in the models. 
Among the numerous possible measures of model quality, the most often used 
measure is the simple bias, when several models are considered then the 
difference between the multi-model mean and a reference provides an overall 
quick evaluation of the set of models. The multi-model mean of the annual mean 
temperature of the CMIP5 (Coupled Model Intercomparison Project Phase 5, 
which compares global coupled ocean-atmosphere general circulation models, 
cmip.llnl.gov) historical experiments (i.e., using the observed records of 
atmospheric composition including the anthropogenic influences, and the time 
series of solar and volcanic forcings as boundary conditions) in the Med-
CORDEX area (for the 1980–2005 period) agrees well with the reanalysis 
(typically within 1 °C, while inconsistency within reanalysis datasets is below 
0.5 °C, see Fig. 9.2 in IPCC, 2013). The bias of the seasonal cycle amplitude is 
relatively small for Central Europe, but has a southwest-northeast gradient as 
larger biases correspond to the areas of large seasonal amplitude (Fig. 9.3 in 
IPCC, 2013). Models tend to dry out the soil too effectively at high 
temperatures, which results in a generally enhanced warm bias in the warmer 
months in the cases of RCMs, and in the majority of CMIP3 and CMIP5 model 
simulations (- in IPCC, 2013). The problem may be related to the broadly used 
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soil data in climate models as suggested by Anders and Rockel (2009). The 
simulation of large-scale patterns of precipitation has somewhat improved since 
the CMIP3 ensemble (e.g., Fig. 9.6 in IPCC, 2013; Joetzjer et al., 2013; Knutti 
et al., 2013). However, at regional scales, precipitation is still not simulated in 
CMIP5 as well as it is in RCMs, because the regional scale precipitation 
strongly depends on various local parameters. These are represented much better 
in RCMs than in GCMs (i.e., finer topography, better land use/land cover 
representation, and more precise convection parameterization are available in 
RCMs). Nevertheless, the well-known large-scale features are reproduced well 
by the multi-model mean of GCM simulations. Considering extreme climatic 
conditions, both temperature and precipitation extremes (e.g., 20-year return 
values) are simulated relatively well by the CMIP3 and CMIP5 models. 
Moreover, none of the major climate quantities (e.g., sea ice extent, carbon sink, 
temperature at different atmospheric levels, etc.) show degradation from CMIP3 
to CMIP5. Besides GCM development, the capability of RCMs to describe the 
past and present climatic conditions in Europe, and their potential added value 
compared to the global models is extensively studied. There is definitely high 
confidence that downscaling adds value when considering small-scale 
phenomena, extreme events, or complex topography (IPCC, 2013). Examples 
include the improved simulation of large-scale precipitation patterns for East 
Asia (Gao et al., 2012), convective precipitation (Rauscher et al., 2010), near-
surface temperature (Feser, 2006) and wind (Kanamaru and Kanamitsu, 2007), 
precipitation (Lucas-Picher et al., 2012), coastal climate features (Winterfeldt 
and Weisse, 2009; Winterfeldt et al., 2011; Kawazoe and Gutowski, 2013; 
Vautard et al., 2013), storms (Donat et al., 2010), midlatitude cyclones 
(Cavicchia and Storch, 2011), cutoff cyclones (Grose et al., 2012) and polar 
lows (Zahn and von Storch, 2008), or higher statistical moments of the water 
budget (Bresson and Laprise, 2011). RCMs can also improve the large-scale 
circulation with respect to that inherent in the boundary conditions (Veljovic et 
al., 2010). 

Due to the large amount of generated data, researchers make choices when 
presenting their work: papers usually focus on specific features (e.g., on 
cyclogenesis in the Mediterranean by Flaounas et al., 2013) or sub-regions (e.g., 
the Alps in Torma et al., 2015). Another usual approach is to study several 
larger regions via an ensemble of numerous individual simulations (e.g., Giorgi 
et al., 2012; Coppola et al., 2014). In this case the diverse characteristics of the 
simulation results for different smaller subregions within the larger regions are 
only roughly described. 

In this paper we compare and analyze a GCM simulation and a GCM-
driven RCM run covering the Med-CORDEX area (defined in Somot et al., 
2012), and validate their outputs focusing on European sub-regions for present 
climatic conditions. The representation of topography in the models over the 
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area of interest (in the case of the regional model, after removing the buffer zone 
from the integration domain) can be seen in Fig. 1. For detailed regional scale 
analysis, four subregions are defined within the Med-CORDEX domain: 
Western, Eastern, Southern, and Central Europe, as seen in Fig. 1. They 
represent regions with different climate characteristics due to their geographical 
locations and orographical features (i.e., oceanic, continental, Mediterranean 
climate, and their ‘mixture’, respectively). To provide a general picture, first 
mean temperature and precipitation outputs are validated, and then we continue 
with an analysis of climate indices. 

 

 
Fig. 1. Topography of the models for the domain of interest: HadGEM2-ES (top); 
RegCM4.3 with 50 km resolution (RegCM4.3_BATS_50km), Med-CORDEX domain 
(middle); RegCM4.3 with 10 km resolution (RegCM4.3_BATS_10km), Central 
European domain (bottom). The black rectangles represent the selected areas (Western, 
Central, Eastern and Southern Europe), the yellow polygon and the red rectangle 
represent the domain for the nested run, and the Carpatclim domain, respectively. 
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Afterwards, we proceed with a focus on our region of interest: we compare 
model outputs of a double-nested 10 km resolution simulation to the fine 
resolution Carpatclim database for Hungarian gridpoints, and we discuss the 
influence of resolution on the outputs across a chain of model simulations. The 
ultimate goal of the paper is to describe the weaknesses and strengths of our 
model simulation (performed for the past), and which may become one of the 
four candidate RCMs (Krüzselyi et al., 2011), which were adapted and run in 
Hungary, when completing future national impact studies. The experiments 
completed with a newer version of the RegCM serve as the input of such impact 
studies (e.g., in hydrological studies as presented in Kis et al., 2017). Both 
historical and scenario runs are available online (http://nater.mfgi.hu/en) for 
such studies in the framework of the NAGIS (National Adaptation Geographical 
Information System). Thus, the target audience of the paper includes researchers 
focusing on various climate change impacts, e.g., hydrological consequences, 
agricultural modeling, forestry, ecology, urban planning, etc. For such a wide 
range of users, the present open access journal is an ideal source of information 
at the start of their studies.  

2. Data and methods  

Our simulation was carried out using RegCM4, a limited-area, hydrostatic, 
compressible, sigma-p vertical coordinate model maintained at the ICTP 
(International Centre for Theoretical Physics), Trieste (Elguindi et al., 2011). 
According to the user guide (Elguindi et al., 2011), RegCM can use initial and 
lateral boundary conditions (ICBCs) from the following CMIP5 models: 
HadGEM, MPI, GFDL, Canadian model, EC-Earth, IPSL, EH5OM. We selected 
just one of these GCMs due to time and storage constraints. The entire 
experiment covered the period 1950–2005 with ICBCs from the HadGEM2-ES 
(Hadley Centre Global Environment Model version 2, Earth-System 
configuration, Collins et al., 2011) GCM, taking historical forcings (Jones et al., 
2011) into account (i.e., using the historical record of greenhouse gases, 
aerosols, solar and volcanic changes).  

Elguindi et al. (2014) found that HadGEM2-ES is characterized by a 
relatively good level of performance among CMIP5 models for most regions 
(including the Mediterranean region), which makes it a good choice for use as a 
driving GCM in our study. Moreover, it is a relatively high sensitivity model 
compared to the others, which is its advantage in use in climate change studies. 
This advantage is more obvious when using this climate model for estimating 
future climate conditions. However, since climate change studies require a 
reference period from the past with the same model setup, models sensitive to 
anthropogenic radiation forcing due to greenhouse gas concentration increase 
should be analyzed for the historical runs. 
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The atmospheric component of HadGEM2-ES uses a horizontal latitude 
and longitude resolution of 1.25°×1.875° with 38 vertical levels (Collins et al., 
2011). The oceanic component has a resolution of 1° (increasing to 1/3° at the 
equator) and 40 vertical levels (Collins et al., 2011). HadGEM2-ES represents 
interactive land and ocean carbon cycles and dynamic vegetation, moreover, it 
employs an interactive tropospheric chemistry scheme (Jones et al., 2011). The 
model timestep is 30 min (in case of the atmosphere and land components) and 1 
h (in case of the ocean component). 

Our region of interest is the Med-CORDEX domain (more specifically, the 
Carpathian Basin), which is the smallest among all the CORDEX domains. 
Here, we analyze the extent to which the RegCM is able to refine the results of 
the HadGEM2-ES, and the differences between the simulations using different 
resolutions.  

 Description of the RegCM settings 

The default Med-CORDEX project settings were used at 50 km horizontal 
resolution (Somot et al., 2012), which were provided by the ICTP, and the 
participants agreed to change only one parameter or method at a time. Our 
contribution to Med-CORDEX was to use RegCM with the activation of the 
subgrid BATS scheme (Biosphere-atmosphere Transfer Scheme), hereinafter 
referred to as RegCM4.3_BATS_50km. This means that the land surface 
processes are modeled by BATS version 1e (Dickinson et al., 1993) with the 
treatment for subgrid variability of topography, and land cover is determined 
using a mosaic-type approach (Giorgi et al., 2003). Each grid cell is divided 
into 25 subgrid cells, which results in a 10 km × 10 km land surface grid cell 
for intermediate calculations. This is thought to improve the model 
performance while keeping the computational time shorter than that required 
for a finer resolution model run, since only surface physics is calculated on 
the fine grid, but the calculations of atmospheric processes keep the coarser, 
original grid. 

Comparing the outputs of the RegCM4.3_BATS_50km simulation to the 
default ICTP simulation (which does not activate the subgrid BATS scheme), 
the difference can be considered relatively small, mostly below 1 °C for 
temperature, and 15 mm/month for precipitation. However, the activation of the 
scheme results in slight differences, which depend on the season. In general, our 
simulation is a little warmer than that of the ICTP’s (downloaded from 
https://www.medcordex.eu/ Coppola et al., 2014), except in summer, when the 
Apennine Peninsula and the eastern regions appear to be somewhat colder. 
Furthermore, the precipitation difference between the two simulations on the 
Apennine Peninsula in summer increases to 15–30 mm/month, so our model run 
with the activated subgrid BATS scheme produces more precipitation. 
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For the second part of the study, a 10 km horizontal resolution RegCM 
simulation (hereinafter referred to as RegCM4.3_BATS_10km) nested into the 
previously described RegCM4.3_BATS_50km simulation was performed over a 
Central European domain (Fig. 1, bottom) with identical parameterization settings 
(which in this case means 2 km × 2 km surface tiles). RegCM was run with the 
mixed cumulus scheme, i.e., the MIT-Emanuel approximation (Emanuel, 1991; 
Emanuel and Zivkovic-Rothman, 1999) is used above sea surface and the Grell 
(1993) above land surface with the closure of Fritsch and Chappell (1980). The 
region-specific comparison of the results using the different parametrization 
schemes of convective processes and their detailed descriptions are presented in 
Pieczka et al. (2017). 

 Validation data 

We use the E-OBS gridded daily database (Haylock et al., 2008) to validate the 
ability of the models to describe present climatic conditions. This database is a 
gridded time-series dataset covering the period 1950–2016 for the area of 25°N–
75°N, 40°W–75°E at 0.25° horizontal resolution, and contains several 
meteorological variables. A detailed comparison of E-OBS to other regional 
datasets can be found in Prein and Gobiet (2017), who highlight the uneven 
geographical distribution of stations included in the interpolation of available 
data and the production of the gridded datasets. The lack of stations can generate 
further problems during validation, especially in precipitation-related variables, 
and in the eastern European countries, including Hungary.  

For the validation of the RegCM4.3_BATS_10km, we decided to use the 
Carpatclim data, which is a high resolution homogeneous gridded database 
covering the period 1961–2010 for the Carpathian Region with 0.1° horizontal 
resolution, and containing all the major surface meteorological variables (Szalai 
et al., 2013; Spinoni et al., 2015). Daily temperature (min, mean, max) and 
precipitation datasets were downloaded from the Carpatclim portal for the 
validation domain (i.e., 44°N–50°N, 17°E–27°E) and compared to the simulated 
values. The density of stations used for the production of the gridded dataset is 
five-fold of that in the E-OBS (Prein and Gobiet, 2017). 

The 1986–2005 time frame covers 20 years instead of 30 years, which is the 
standard length of climate normals. The use of 20-year-long periods can already be 
considered long enough to form a climatological sample (e.g., Arguez and Vose, 
2011; Arguez et al., 2013). Moreover, 1986–2005 is used for the sake of 
consistency with the latest Assessment Report of the Intergovernmental Panel on 
Climate Change (e.g., Chapter 12 of IPCC, 2013). 
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3. Results and discussion 

Traditional tools for evaluating the models’ ability to describe regional climatic 
conditions include the statistical analysis of (i) annual and seasonal mean fields 
and mean error fields relative to the reference measurements, and (ii) climate 
indices. Here, we focus on temperature and precipitation as being the two most 
often used climatic elements in determining the local conditions. First, 
validation for the mean temperature and precipitation is discussed, and then 
validation of some selected climate indices is presented.  

 Validation of the mean values of temperature and precipitation 

The spatial distribution of modeled annual and seasonal mean temperature and 
precipitation data (Figs. 2 and 3, respectively) is similar to that of the observed 
data. However, locally some differences can be identified, e.g., in the 
temperature values of the Alps among different datasets in winter, and in Eastern 
Europe in summer, and there are differences in the seasonal precipitation values 
of the Alps and over Turkey among different datasets. More specifically, the 
detailed comparison of regional bias is summarized in Table 1, from which the 
following regions can be highlighted, where both the temperature and 
precipitation bias decreased overall from the HadGEM to the RegCM 
simulations: the southern part of the British Isles, North France, the North 
European Plain, the Carpathian Basin (except in summer). Nevertheless, in other 
regions (e.g., in the Iberian Peninsula) the bias increased substantially. The 
amplitude of the simulated annual temperature cycle is more intense, especially 
in the global model: summer temperature is overestimated, while winter 
temperature is underestimated over most of the entire domain (Fig. 4). The 
application of RegCM generally reduces negative bias in winter, and transforms 
the structure of the error pattern in summer: the southern part of Western Europe 
becomes colder, while Central and Eastern Europe becomes warmer than in the 
E-OBS. This behavior is not limited to summer, and can also be identified in the 
other seasons, but is less emphasized. 
 



417 

 
Fig. 2. Annual and seasonal mean temperature (°C) of E-OBS (left), 
RegCM4.3_BATS_50km (2nd column), HadGEM2-ES (3rd column), and the difference 
of model simulations (right), for the period 1986–2005. For the sake of visual 
comparison, all fields are interpolated to the grid of RegCM4.3_BATS_50km. 

 

 

 

 

 

 

 
Fig. 3. Annual and seasonal mean precipitation (mm/month) of E-OBS (left), 
RegCM4.3_BATS_50km (2nd column), HadGEM2-ES (3rd column), and the difference 
of model simulations (right), for the period 1986–2005. For the sake of visual 
comparison, all fields are interpolated to the grid of RegCM4.3_BATS_50km. 
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Table 1. Visualization of the comparison of HadGEM2-ES/ RegCM4.3_BATS_50km 
model performance based on regional bias values relative to E-OBS reference data, for 
the period 1986-2005. Green: better performance of RCM, light brown: better 
performance of GCM, white: similar performance. 

 

 
 
 
 
 

In general, higher overestimated temperature can be found in RegCM 
outputs in the northeastern part of the Med-CORDEX domain, while 
underestimation occurs in the southwestern part, with the highest gradient 
between the two regions existing during summer. This shift of the mean 
temperature bias field is an important result of the dynamical downscaling, 
since the application of RCM cools the GCM outputs substantially, by about 
1–4 °C in general (the greatest exception is in Eastern Europe in summer). 
This is a known behavior of the RegCM, as similar conclusions can be seen 
for a completely different region, namely southeastern Asia in Giorgi et al. 
(1999). The cooling effect of RegCM on the driving GCM outputs is probably 
related to the treatment of cloud radiative processes (Coppola et al., 2014). 
Clouds generally reflect some portion of incoming shortwave radiation, thus 
the transmitted part is reduced, which later warms the surface and the 
atmosphere. The emitted longwave radiation is trapped less efficiently by 
higher level clouds compared to lower level and thicker clouds, hence near-
surface warming is less intense. Overall, thick, low level clouds have a 
stronger impact on temperature than high level clouds. Since the moisture-, 
and thus cloud-related processes are the weakest part of climate models in 
terms of understanding the climate system, their radiation effects cause 
uncertainty in the final results. Moreover, we assume that proximity to the 
moisture source, i.e., large water bodies, also has an important effect. As a 
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result, cooling is the most pronounced in southern Europe (which is illustrated 
by the red color in this area in the right column of Fig. 2). In case of some 
subregions (e.g., the Iberian Peninsula, throughout the year) the cooling effect 
becomes too strong, while in the eastern part (Carpathian Basin, East 
European Plain, Asia Minor) of the domain warm bias still remains in summer 
despite the present cooling effect. However, for instance, in the Carpathian 
Basin during winter this general cooling effect is not present at all, namely, 
the seasonal mean of RegCM outputs are 1–2 °C warmer than that of 
HadGEM2-ES outputs, which can be partly explained by the smaller 
interannual variability of mean winter temperature values using RegCM 
simulation compared to the HadGEM2-ES driving simulation.  

 
 

 
Fig. 4. Comparison of the simulated seasonal mean temperature (top) and precipitation 
(bottom) values over land to the E-OBS reference data for the four regions, for the period 
1986–2005. (Colors and symbols are as follows: HadGEM2-ES: blue, 
RegCM4.3_BATS_50km: red, E-OBS: grey; Western Europe: square, Central Europe: 
triangle, Eastern Europe: circle; Southern Europe: diamond) 

The temperature mean values of RegCM4.3_BATS_10km closely follow 
those of RegCM4.3_BATS_50km, but show more local details, as expected. The 
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differences between the simulations are greater in case of precipitation, which is 
the consequence of higher overall spatial variability compared to temperature. 
The spatial distribution of meteorological variables in the model generally 
reflects that of the observations, nevertheless, with excessive precipitation in the 
Carpathian Mountains, except in summer (Fig. 5). 

 
 
 

 
Fig. 5. Annual and seasonal mean temperature (°C) and precipitation (mm/month) of 
Carpatclim (left), RegCM4.3_BATS_10km (center), and RegCM4.3_BATS_50km 
(right), for the period 1986–2005.  

 
 
 
In most parts of the model domain, HadGEM2-ES outputs are wetter 

compared to E-OBS (Figs. 3 and 4), except in summer, when more than half of the 
region is drier in the model than the observations. The exceptions (e.g., the regions 
with more precipitation in summer) are located in the southern part of the domain. 
The areas of local precipitation maximum are slightly displaced in some seasons. 
The location and spatial distribution of precipitation are better represented in 
RegCM (e.g., the local maxima in the Alps or on the shores of the Adriatic Sea is 
noticeable in RegCM outputs, although sometimes they are too strong) than in 
HadGEM2-ES outputs, which is not surprising due to the refined orography and 
land-sea mask. RegCM often produces excessive precipitation compared to 
HadGEM2-ES, resulting in overestimation, except in summer in the eastern part of 
the domain. Furthermore, RegCM increases the precipitation in the mountains 
compared to HadGEM2-ES, probably due to local orographical forcings present in 
the finer resolution model. In some cases (when HadGEM2-ES provides a good 
estimation for the amount of precipitation) this effect is too strong and causes 
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excessive precipitation, while in other locations it improves the modeled results. In 
the western part of the domain no real improvement can be seen.  

 Validation of climate indices 

The use of regional models and their increasing resolution are believed to add 
value not necessarily to the means, but to higher order statistics, and to the tails 
of the distribution function. Therefore, we selected climate indices (Table 2) to 
study the exceedance of given thresholds, and duration of specific phenomena. 
To illustrate the model behavior, both temperature and precipitation related 
indices are represented, also, the left and right tails of the distribution curve are 
considered. Unlike the simpler annual distribution of temperature, which allows 
an annual analysis, precipitation requires more detailed, seasonal analysis (in 
this paper summer and winter are presented). For the analysis the deviation from 
E-OBS (and for RegCM4.3_BATS_10km from Carpatclim) was calculated, and 
areas with significant biases were located. 
 
 
 
 
 

Table 2. Definition of selected climate indices  

Name Definition 

SU (Summer days) number of days per time period when T2max > 25 °C 

TR (Tropical nights) number of days per time period when T2min > 20 °C 

FD (Frozen days) number of days per time period when T2min < 0 °C 

ID (Ice days) number of days per time period when T2max < 0 °C 

RX1day highest one day precipitation amount (mm) 

R10mm number of days with daily precipitation sum exceeding 10 mm 

DD (Dry days) 
number of dry days  
(with daily precipitation amount below 1 mm) 

CDD (Consecutive dry days) 
maximum number of consecutive dry days  
(with daily precipitation amount below 1 mm) 

 
 
 

The spatial structures of temperature index values are reproduced reasonably 
well by the models compared to the reference data (Figs. 6 and 7). The biases 



422 

already present in the summer mean temperature can be seen in the bias maps of 
SU and TR, too. However, although the bias of mean temperature was 
significant almost everywhere, this is not the case with TR, where the area with 
significant bias is reduced to a much smaller region north of the Caucasus 
(Fig. 8). The spatial structure of SU bias correlates well with mean temperature 
bias, and the impact of RegCM4.3_BATS_50km is also similar: it shifts 
temperature distribution to the left, but this shift (i.e., cooling effect) is too 
intense in some areas, causing underestimation in Western Europe, for instance. 
The structure and intensity of SU in Eastern Europe is similar in 
RegCM4.3_BATS_50km and HadGEM2-ES.  

 
 
 
 

 
Fig. 6. Mean annual number of days of SU (left) and TR (right) in E-OBS (a, top), 
RegCM4.3_BATS_50km (b, middle), and HadGEM2-ES (c, bottom), for the period 
1986–2005. For the sake of visual comparison, all fields are interpolated to the grid of 
RegCM4.3_BATS_50km. 
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Fig. 7. Mean annual number of days of ID (left) and FD (right) in E-OBS (a, top), 
HadGEM2-ES (b, middle), and RegCM4.3_BATS_50km (c, bottom), for the period 
1986–2005. For the sake of visual comparison, all fields are interpolated to the grid of 
RegCM4.3_BATS_50km. 

 

 

 

 

 
Fig. 8. Bias values (in days) of SU (left) and TR (right) in RegCM4.3_BATS_50km (a, 
top), and HadGEM2-ES (b, bottom), showing the significant values only, for the period 
1986–2005 (reference data: E-OBS). For the sake of visual comparison, all fields are 
interpolated to the grid of RegCM4.3_BATS_50km. 
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The spatial structure of the bias of ID and FD (Fig. 9) shows similarities to 
the winter mean temperature bias: colder, therefore overestimated ID and FD in 
most of the domain, while warmer, therefore underestimated ID and FD around 
the Caspian Sea. The models seem to be more successful in simulating the 
indices with lower values (i.e., ID, TR) than with higher values (i.e., FD, SU) if 
the bias is expressed in days, which is not surprising because of the less frequent 
occurrence, and thus, smaller potential differences between simulated and 
observed frequency values. This could also be evaluated using bias expressed as 
relative difference; however, in case of rare events, such a measure would 
misleadingly magnify small differences. 

 
 
 

 
Fig. 9. Bias values (in days) of ID (left) and FD (right) in RegCM4.3_BATS_50km (a, 
top), and HadGEM2-ES (b, bottom), showing the significant values only, for the period 
1986–2005 (reference data: E-OBS). For the sake of visual comparison, all fields are 
interpolated to the grid of RegCM4.3_BATS_50km. 

 
 
 
 
 
Besides the bias maps, RMSE is another performance statistical parameter 

used for climate indices, e.g., Sillmann et al. (2013), Razavi et al. (2016). Since 
simple bias can hide differences between two spatial patterns because opposite 
differences can eliminate each other, RMSE adds more detail to the comparison 
due to its definition containing squared differences. Chai and Draxler (2014) 
suggest using both bias and RMSE to evaluate model performance. Table 3 
summarizes the spatial average RMSE values for indices, regions, and models. 
In case of temperature indices, RegCM4.3_BATS_50km clearly performs better 
than HadGEM2-ES, except for TR in Central and Eastern Europe. For Hungary, 
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RegCM4.3_BATS_10km results in similar magnitude RMSE values (compared 
to Carpatclim reference data), and a slight improvement can be seen between the 
RegCM runs with 10 km and 50 km at the left tail of the distribution (e.g., for 
FD and ID), whereas larger improvements appear between the RegCM and 
GCM results (for FD, ID, and SU). This is probably connected to the better 
representation of orography at the resolution used by RCM, which allows for a 
more realistic appearance of the barrier (or basin) effect, and which blocks cold 
air masses arriving from the north during winter. 

 
 
 

Table 3. Spatial RMSE of climate indices calculated for the four regions and Hungary in 
case of RegCM4.3_BATS_10km (R10 – for Hungary only), RegCM4.3_BATS_50km 
(R50) and HadGEM2-ES (H) outputs (reference data: E-OBS for Europe and Carpatclim 
for Hungary). Calculations were performed on a 50-km grid. 

 
 
 
 
 
Precipitation in RegCM4.3_BATS_50km is too intense compared to both 

E-OBS and HadGEM2-ES: not only is the mean precipitation higher, but 
RX1day is also generally overestimated. This is a common behavior of regional 
models (Soares et al., 2012). The difference between the RMSE of the two 
simulations is more pronounced in Western and Central Europe in summer, 

 Western Central Eastern Southern Hungary 
 R50 H R50 H R50 H R50 H R10 R50 H 

SU 26.8 29.2 21.5 28.4 30.3 37.1 28.9 35.8 24.9 21.5 26.5 

TR 5.6 8.8 7.9 5.7 22.2 14.0 25.9 27.7 26.2 22.3 13.2 

FD 23.4 27.1 32.4 34.3 21.8 26.8 26.8 30.7 27.6 28.5 33.6 

ID 5.6 7.9 20.7 28.8 21.6 27.6 10.5 16.6 17.2 17.2 36.3 
            
RX1day, winter 14.5 13.8 10.1 9.8 8.6 6.9 18.9 13.3 9.7 8.7 11.0 

RX1day, summer 19.0 12.8 19.0 15.8 14.7 13.6 18.6 13.2 17.7 17.8 17.9 
            
R10mm, winter 5.2 5.9 3.2 3.2 2.7 2.0 6.1 5.0 2.4 2.3 2.5 

R10mm, summer 5.7 3.6 5.4 4.9 3.6 4.0 4.5 3.6 5.2 5.0 5.2 
            
DD, winter 13.6 13.8 14.7 15.8 10.9 13.6 16.7 14.5 10.3 12.8 20.6 

DD, summer 15.6 12.4 12.4 13.6 13.0 10.8 12.2 14.4 11.6 11.4 15.7 

CDD, winter 10.5 10.8 11.1 10.5 8.2 9.1 12.3 11.9 11.6 11.9 13.2 

CDD, summer 15.0 14.7 9.0 7.5 17.6 11.1 18.8 15.9 12.9 12.6 8.5 
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when the contribution of local scale processes (e.g., convection) is stronger in 
the region than in winter. Interestingly, this seasonal difference cannot be seen 
in Eastern and Southern Europe. This is related, especially in Eastern Europe, to 
drier and warmer conditions present in the models compared to observation, 
probably limiting convection, and therefore reducing seasonality.  

The spatial structure of R10mm is similar in the observed and modeled 
data, with better spatial representation of RegCM4.3_BATS_50km than 
HadGEM2-ES. RMSE values are smaller than for Rx1day, however, the 
absolute values of R10mm are also smaller. These deficiencies may partly 
originate from the reference database (Prein and Gobiet, 2017), e.g., 
precipitation undersampling in E-OBS. Results for the drought-related indices 
(DD, CDD) lead to less clear conclusions, and depend on region and season. 

In the half of the examined indices, regions, and periods, the RMSE of 
RegCM4.3_BATS_50km was smaller than that of HadGEM2-ES. For Hungary 
this ratio is even better (10 seasonal indices out of the total 12 seasonal indices 
included in Table 3 show better performance of RegCM4.3_BATS_50km). 
Nevertheless, RMSE values from RegCM4.3_BATS_10km and 
RegCM4.3_BATS_50km are close to each other with small overall differences 
between the estimations using different resolutions. 

To decide which model performs better is a complex task, because it 
includes several factors, e.g., it depends on the goal of the study. However, the 
magnitude and spatial extent of bias are usually among the most important 
components. Therefore, after calculating biases and their significance (using 
Welch’s test), we prepared the histograms for all regions. In order to keep the 
paper to a reasonable length, only one example is shown here from the 90 
histograms prepared during the analysis, see Fig. 10 as an illustration. Then, we 
introduced the measure m as follows:  
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where fi is relative frequency of bias bi, and the corresponding products are 
summed for the underestimation (with N– different bias categories) and 
overestimation (with N+ different bias categories).  

Table 4 summarizes the results separately for underestimation and 
overestimation (on the basis of m– and m+, respectively) for comparing 
HadGEM2-ES with RegCM4.3_BATS_50km. A cell is colored green when the 
introduced metrics (either m– and m+) are better for RCM than GCM, and light 
brown if the opposite happens. White means that the performance of the two 
models using different resolutions is close to each other.  
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Fig. 10. Histogram of significant bias values of ID (days) in RegCM4.3_BATS_50km 
(red) and HadGEM2-ES (blue) for Central Europe, showing the significant values only, 
for the period 1986–2005 (reference data: E-OBS).  

 
 
 

Table 4. Visualization of the comparison of HadGEM2-ES/RegCM4.3_BATS_50km 
model performance based on the metric defined in the text. Green: better performance of 
RCM, light brown: better performance of GCM, white: similar performance. U: 
underestimation (representing m–, for definition see text), O: overestimation (representing 
m+, for definition see text). 

 

 
 
 

In case of temperature indices (the upper four lines of Table 4), a general 
improvement can be identified in Western Europe, and a clear improvement is 
seen in cold indices in Central Europe. The underestimation of temperature 
indices improved in Eastern Europe and their overestimation improved in 
Southern Europe.  
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In case of precipitation indices (the middle and lower four lines of Table 4 
for winter and summer, respectively) the influence of RegCM is usually too 
strong, and underestimation turns to overestimation and vice versa. For instance, 
the underestimation of the precipitation indices in summer improves (i.e., 
decreased) with finer resolution, however, the overall effect of overestimation 
increases in the regions representing Central, Eastern, and Southern Europe. A 
similar shift can be seen in the case of RX1day and R10mm in (i) Western 
Europe in summer, and in (ii) Eastern and Southern Europe in winter. Opposite 
changes (improved overestimation with increased underestimation) occur in the 
drought-related indices (i.e., DD and CDD) in Western Europe in summer. 
Among the precipitation-related indices, only RX1day shows clear improvement 
in terms of both overestimation and underestimation in Western Europe.  

4. Conclusions 

The novelty of the analysis stems from the unique set-up of RegCM applied to 
the Med-CORDEX and Carpathian regions. The CORDEX international 
initiative recommends completing several experiments using different regional 
climate models for the pre-defined 14 regions (Lake et al., 2017). This paper 
contributes to this international effort by evaluating our RegCM simulations. In 
addition, the main validation results of recent RegCM4 simulations are 
summarized in this paper in order to facilitate and inform the researchers and 
users of the RegCM4 simulation outputs during their planning and performance 
of climate change impact studies, which strongly rely on climatological input. 
On the basis of the presented results, the following conclusions can be drawn. 

(1) The spatial distribution of the annual and seasonal mean temperature and 
precipitation is sufficiently simulated by the models with all the presented 
resolutions.  

(i) The highest temperature biases occur in summer in Eastern Europe. 
The impact of the dynamical downscaling with RegCM is not uniform 
throughout the region and year: although it generally cools the 
HadGEM results, its magnitude depends on the distance from the 
ocean, and orography.  

(ii) The location and spatial distribution of precipitation is better 
represented in RegCM simulations than in HadGEM2-ES outputs, 
however, dynamical downscaling with higher resolution often 
increases precipitation in the mountains, and also produces excessive 
precipitation.  
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(iii) The temperature and precipitation mean values of 
RegCM4.3_BATS_10km closely follow the mean values of 
RegCM4.3_BATS_50km.  

(2) Regarding the climate indices:  

(i) The overall spatial structure of temperature indices is reproduced 
reasonably well by the models, however, the consequence of the 
general biases in the mean temperature can be observed in the 
overestimation or underestimation of the index values in certain 
regions. In general, the models are more successful in simulating the 
indices with less frequent occurrence. A clear improvement can be 
recognized in the RMSE of temperature indices when using finer 
resolution.  

(ii) In case of precipitation indices, the detected deficiencies partly 
originate from the reference database (especially in mountainous 
regions: even though the reference databases are carefully created, the 
number of measurement sites used is not sufficient in the areas with 
complex topography). 

(3) A complex measure was introduced, which is able to take into account both 
the magnitude and spatial extent of bias.  

(i) A general improvement can be recognized in all temperature-related 
climate indices in Central Europe and Western Europe, respectively. 
Furthermore, the underestimation (overestimation) of temperature 
indices improved in Eastern Europe (Southern Europe).  

(ii) The influence of downscaling using finer resolution is usually too 
strong in the precipitation indices, which often changes 
underestimation into overestimation and vice versa. 
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