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Abstract— The joint examination of the climate time series may be efficient methodology 
for the characterization of extreme weather and climate events. In general, the main 
difficulties are connected with the different probability distribution of the variables and the 
handling of the stochastic connection between them. 

The first problem can be solved by the standardization procedures, i.e., to transform the 
variables into standard normal ones. For example, there are the Standardized Precipitation 
Index (SPI) series for the precipitation sums assuming gamma distribution, or the 
standardization of temperature series assuming normal distribution. In case of more 
variables, the problem of stochastic connection can be solved on the basis of the vector 
norm of the transformed variables defined by their covariance matrix. 

We will present the developed mathematical methodology and some examples for its 
meteorological applications. 

 
Key-words: climate time series, vector variables, multidimensional extreme, 
transformation of vector components, vector norm by matrix, correlation matrix, SPI 
(Standardized Precipitation Index), STI (Standardized Temperature Index), SPTI 
(Standardized Precipitation and Temperature Index), hypothesis testing, extreme 
subsystems 
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1. Introduction 

In the case of joint examination of several climate time series, extreme values can 
no longer be interpreted by the simple concepts of maximum and minimum 
values. However, among the element sets or vectors, there may obviously be some 
that are considered natural, and there may be some that seem unusual to us. The 
latter can also be conceivable without any extraordinariness of the individual 
elements, but their co-occurrence can already be considered an extreme 
phenomenon. Moreover, it can be assumed that the examination of such 
multidimensional extremes is a more effective tool for examining and 
characterizing climate change than dealing only with one-dimensional cases. 

We began to deal with this topic and the development of the mathematical 
foundations more than twenty years ago (Szentimrey, 1999), and we have carried 
out a number of such examinations during this time (Szentimrey et al., 2014). Now 
we want to present a summary of the mathematical results and give some 
examples for their meteorological applications. 

2. Problems of the concept of multidimensional extreme 

2.1 Statistical model 

Let   be a multidimensional time 
series, which are totally independent and identically distributed probability vector 
variables. The distribution functions of the components are  

, the vector of expectations is  
, and the vector of standard deviations is 

 . 

2.2 "Basic" questions, problems 

– The joint examination of the vector components may be efficient for the 
characterization of extreme events. In general the main difficulties are 
connected with their different probability distribution and the handling of the 
stochastic connection between them. 

– Which vector variable can be considered extreme? 
– How can be tested the null hypothesis of the identical distribution of the 

vector variables on the basis of the analysis of extremes? 
– How can be explained the extremity by the subsystems of the components? 
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2.3 Transformation of the vector components 

One of the problems is that the vector components have different probability 
distributions and scales. This, however, can be solved by some transformation 
procedure. 
The transformed vector variables are 

 
           , 
 

where we assume that, , and  is a strictly 
monotonically increasing function on interval  . 

Remark 2.3.1 

If the components were examined separately, the use of the variables  or 
   would be equivalent in respect of extremity. 

However, at the joint examination it is important that none of the components play 
a dominant role, so the “similarity” of the distributions should be aimed. 
 

2.4 Postulates to the definition of multidimensional extreme 

Let  be transformed vector variables according to 
Section 2.3. 

i.  is extreme, i.e., extreme realization, if and only if   
is extreme. This postulate can be accepted because of the deterministic 
cause-and-effect relationship. 

ii. Let us assume that, there exist  , that fulfil 
, i.e., they are standard normal variables. Then, 

according to the above  is extreme, if and only if 
is extreme. 

iii.  Let us assume further that, the joint distribution of the vector components 
 is also normal, i.e., , where  

 is the correlation matrix assuming the existence of the 
inverse matrix . Then the joint density function is 

. 
This means, the density function  is a strictly monotonous decreasing 

function of the -norm . Consequently,  is extreme, 
if and only if . 
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2.5 Definition of the multidimensional extreme 

In summary, the multidimensional extreme can be defined as follows.  

Definition 2.5.1 

Let  be totally independent and 
identically distributed probability vector variables. 
Let us assume that  are strictly monotonous increasing functions on the 
intervals  where  .  
Let us assume further that the components of the vector variables 

  are standard 
normal, i.e.,  , and their common 
correlation matrix  has the inverse matrix .  
Then,  is extreme, if and only if  , where 

 is the -norm of vector variable . 
 

3. Examples for the transformation of climate data series and standard indexes 

Various type of climate data can be transformed for standard normal distributed 
variable on the basis of the following well known theorem. 

Theorem 3.1 

Let us assume that , moreover, the distribution function 
 of variable  is strictly monotonous increasing and continuous on the 

interval  . Then  is also strictly 
monotonous increasing and continuous function on the interval , 
furthermore,  , where  is the 
standard normal distribution function. 
 
Proof. 
 

 

. 
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3.1 Annual precipitation sum 

        and 
        , 

where   notates the  distribution function and  is the inverse 
of the standard normal distribution function. In fact,  is the SPI 
(Standardized Precipitation Index) well known in meteorology for 
characterization of the drought events. 

3.2 Annual mean temperature 

       and  

    , 

where  is the  distribution function. We defined this index as 

STI (Standardized Temperature Index). 
 

3.3 Annual precipitation sum and mean temperature together  

    and the 
SPI, STI indexes together are        .  
 

Definition 3.3.1 

The SPTI (Standardized Precipitation and Temperature Index) can be defined as  
 

      , 
 
where  is the common correlation matrix of the vector variables .  

4. Hypothesis testing, statistical test based on norm 

4.1  Basic properties of the norms of vector variables   

Theorem 4.1.1 

Let us assume about the vector variables   
, that the vector of expectations is , the vector of 

standard deviations is , and the correlation matrix is  
. 
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Then the following properties are true: 

i. Let . Then the covariance matrix of   is the 
identity matrix . 

ii. If matrix  satisfies that the covariance matrix of  is , then 
, where  is the 

Euclidean norm.  
iii. If , that means that the joint distribution of the components 

is normal, then , i.e., this -norm is chi distributed with 
degrees of freedom N. 

 
Proof. 

i. If  ,   then   

. 

ii. If , then , since 

 . Therefore, , and so 

 . Consequently,          

. 

iii. If  then  by item (i) and therefore, 
 according to the definition of chi distribution. 

Furthermore,  as a consequence of item (ii). 

4.2 Statistical test 

Using the concept of multidimensional extreme, the hypothesis test for the 
identical distribution of vector variables can be implemented as follows. 
Let us assume that the vector variables   are totally 
independent. Then the null hypothesis for their identical distribution can be 
accepted if and only if  

 
, 

 
where cr  is a critical value on a given significance level. This critical value can 
be calculated on the basis of the chi distribution. 
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Remark 4.2.1 

The question may arise as to whether the application of -norm is optimal, as 
other -norm  could be used, where  is a 
positive definite square matrix. According to the following theorem, if a different 

-norm were used, the efficiency of the test would be expected to decrease. 
 

Theorem 4.2.1 ("minimal" acceptance region) 

Let us assume about the vector variable , that the vector of 
expectations is , the vector of standard deviations is  and the 
correlation matrix is . Let us assume further, that the positive definite 
matrix satisfies the following criterion for the expected value of the norm 
square: . 
Then the inequality  is true for the determinants, consequently 

 
  

 
Proof. 
 
First it needs to be seen that the determinants fulfil the inequality . 
According to our assumption: 

. 

Consequently, the sum of the diagonal elements of matrix  is also equals 
to , since 

. 

Therefore, the arithmetic mean of the eigenvalues of matrix  equals to 1, 
consequently their geometric mean and their product are less or equal to 1. Using 
that the product of the eigenvalues equals to the determinant of the matrix we 
obtain,  

, and so  . 
 

Then applying the substitutions  and respectively, we have 
proved the following relation, 
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Remarks 4.2.2  

1. According to Theorem 4.2.1, applying a different -norm for which the 
probability of the first type error would be similar to that of the -norm 
would increase the probability of the second type error, therefore, it would 
decrease the efficiency of the test. In addition, the test is expected to be more 
effective if the determinant is smaller, that means a stronger linear 
connection between the components of the vector variable . 

2. Consequently, in respect of the second type error, the following series of 
statistics are optimal for testing:  

. 
3. In order to determine and select the extremes optimally, it is expedient also 

to examine the subsystems of the components. 

5. Analysis of the subsystems of the components 

5.1 The subsystems of the components and their properties 

According to the former notations, let   
 be vector variables, assuming that the vector of expectations is 

, the vector of standard deviations is , and the 
correlation matrix is . 
The subsystem of the components can be defined by the subsets of indexes 

, and the appropriate subsystem vector variables are, 
         

The correlation matrix is             . 

The series of the statistics characterizing the extremity of the subsystem vector 
variables defined by the index subset J are as follows:  

         

Theorem 5.1.1 

If , then with 
probability 1,  

         

 
Proof. 
According to our notations, ,         
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. 

Let us see the linear Euclidean space generated by the components 
 of the vector variable , where the scalar 

product is the covariance.  

In this space, the components of the vector variable  form an 
orthonormal system by item (i) of Theorem 4.1.1. Then according to the 
orthonormalization procedure, there exists such orthonormal basis in the space, 
whose first  elements are exactly these components. 
Formalized, there is a matrix  that the covariance matrix of the 

vector variable is the identity matrix , 

and . 
 
Consequently, according to item (ii) of Theorem 4.1.1.:   

   and   , therefore  

  

 

 

. 

Thus,  . 

 

5.2 Extreme subsystems 

As a consequence of Theorem 5.1.1, if a subsystem of the components is 
"extreme", then it is presumably visible throughout the system. 
A further consequence is that this theorem allows a meaningful, consistent 
definition of the series of the L-element  extreme subsystems. 
Let  , where # denotes cardinality be the index set 
of the L-element extreme subsystem at time t , if 
 

 . 
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According to the notations, the L-element extreme subsystem at time t is . 
Furthermore, as a consequence of Theorem 5.1.1, it is true for the series of 
statistics   belonging to the L-element extreme 
subsystems that 

 

. 
 

5.3 Methodological basis for the analysis procedure 

1. Examination of the series of the statistics   showing 
which series  majorize each other, followed by the looking for 
the extremes and testing them on the basis of the critical values.  

2. Calculation of the critical values on the given significance level assuming 
the chi distribution. 

3. Examination of the subsystems  belonging to the statistics 
   . 

4. Comparison of the statistics  for 
different L can be done on the basis of the following probabilities:  

   , where  
is the chi distribution function with degrees of freedom L. The less 
probability  is the more extreme value. 

5. Examination of the climate indexes SPI, STI, and SPTI is also recommended. 

6. Meteorological applications 

6.1 Data 

For our study, we used daily data from the last 151 years. For temperature, this 
means 11 stations from January 1, 1870, 33 from January 1, 1901, 55 from January 
1, 1951, and 114 from January 1, 1975 to December 31, 2020. For precipitation, 
we used data from 11 precipitation stations from January 1, 1870, 131 from 
January 1, 1901, and 461 from January 1, 1951 to December 31, 2020 (Figs. 1 
and 2). 
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Fig. 1. Location of the stations in case of temperature. 
 

 
Fig. 2. Location of the stations in the case of precipitation. 

 
 

As a first step, representative time series had to be produced from the raw 
measurements. Climate studies, in particular those related to climate change, 
require long, high-quality, controlled data sets which are both spatially and 
temporally representative. Changing the context in which the measurements were 
taken, for example relocating the station, or a change in the frequency of 
measurements or in the instruments used may result in an unduly fractured time 
series (Izsák and Szentimrey, 2020). Data errors and inhomogeneities are 
eliminated and data gaps are filled in using the MASH (Multiple Analysis of 
Series for Homogenization; Szentimrey, 2017) homogenization procedure. The 
homogenized station data series were interpolated to a regular grid covering the 
whole area of Hungary using the MISH (Meteorological Interpolation based on 
Surface Homogenized Data Basis; Szentimrey and Bihari, 2014) method, thus 
obtaining a high quality, representative data set. The method was used for both 
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temperature and precipitation amount series, thus we obtained a grid point time 
series system with daily data at a resolution of 0.1 × 0.1 degrees. The grid point 
system is shown in Fig. 3. In order to use the longest measurement data from as 
many stations as possible for our dataset, we harmonized four MASH systems 
during homogenization and used the grid point data set interpolated using the most 
stations at each time point during interpolation (Izsák et al., 2022). 

 
 

 
 
Fig. 3. Spatial location of the gridpoints.  
 
 
In the next step, the SPI (Section 3.1) and STI (Section 3.2) variable series 

are calculated from the grid point data series (WMO, 2012; Szentimrey et al., 
2014). For annual studies, we will have SPI12, i.e., calculated for 12-month 
precipitation accumulation periods, similarly STI12 for temperature as our 
transformed data series. For seasonal studies, we calculate SPI3 and STI3 for all 
1233 grid points, correspondingly to a resolution of 0.1 degrees. If we perform 
our analyses in space, we compute the grid point SPTI series (Definition 3.3.1) 
from the corresponding SPI and STI series. This is shown for two-dimensional 
studies in Section 6.3. and for eight-dimensional studies in Section 6.4. 

If we are studying a regional average, we compute the spatial average of the 
STI and SPI series, and then standardize these, since the average of standard 
normal series will no longer necessarily have a standard normal distribution. Then 
these standardized spatial average SPI and STI series will be the components of 
the multivariate spatial average vector variable series. Consequently, the spatial 
average norm and SPTI series are computed also from the standardized spatial 
averages of SPI and STI series. Specifically, for the eight-dimensional studies, the 
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standardized spatial average SPI3 and STI3 for the seasons are the eight 
components of the vector variable. From this we compute the eight-dimensional 
ST8 norms (Definition 2.5.1) and the extreme subsystems ST1, ST2,..., ST8 
(Section 5.2). The corresponding values are presented in Section 6.4. Calibration 
period for both the two- and eight-dimensional statistics presented in this paper is 
the period 1871–1900. 

6.2 Statistical tests  

As indicated in Sections 4.2 and 5.3, to accept the null hypothesis of identical 
distribution of vector variables, the critical value for a given significance level 
must be specified. In the present case, certain critical values have been defined at 
a significance level of 0.1. Three different statistical tests are used to see whether 
climate change can be detected by analyzing different meteorological elements 
together. In the following subsections, the procedure for determining the tests and 
their corresponding critical values is described. 

6.2.1 Test 1 

In this test, we seek to answer the question: are extreme events more frequent than 
would be expected for the identical distribution? 

The first critical value is defined as follows:  
– For any STN(t) (t = 1, 2, ..., n) statistic, there is a probability of 0.1 that the 

critical value Cr1 is reached, i.e., it is expected to occur in 10% of the 
statistics.  

Cr1 values are given in Table 1 determined assuming joint normality of the 
transformed components, therefore, the chi distribution was applied for the 
statistics STN(t) according to item (iii) of Theorem 4.1.1.  

The test procedure is as follows: 
– Calculate the STN(t) norms and then to determine the frequency of norms 

exceeding the Cr1 value for the total period. This frequency is denoted by .  
– If the null hypothesis is true then   B(n,p), where B(n,p) denotes the 

Binomial distribution with parameters n and p, specifically n=150 and p=0.1. 
– Consequently, according to the central limit theorem, the standardized value 

TS1 of the frequency  converges to the standard normal distribution.  
– This gives the critical value Cr3=1.65 for the standardized value TS1 at the 

significance level 0.1. If TS1  Cr3, the null hypothesis for the identical 
distribution is not accepted, if TS1<Cr3, it is accepted.  
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6.2.2 Test 2 

In the second test, we seek to answer the question whether there are extreme cases 
in the data set that would have a low probability of occurring if the distribution 
were identical.  

This test is detailed in Section 4.2, and the critical value Cr2 is defined as 
follows: 

– The maximum of the statistics STN(t) (t = 1, 2, ..., n) with probability at most 
0.1 can reach the critical value Cr2.  

Table 1 shows these Cr2 values as a function of the different degrees of 
freedom. For the present study, the Cr2 critical values refer to the n=150 years 
data set. In determining the critical values, the chi distribution was assumed for 
the statistics STN(t) according to item (iii) of Theorem 4.1.1.  

 
 
Table 1. Critical values 

 
 

6.2.3 Test 3 

Trend analysis is used to answer the question: is there a one-way change in 
extremality over time that would occur with low probability given the same 
distribution? 

We fit an exponential trend to STN(t) statistics. We test the significance of 
the resulting trend coefficient. If the one-way change is significant, we reject the 
null hypothesis at the given significance level. The significance level in the 
present case is 0.1. 

6.3 Two-dimensional application: the SPTI index 

In the analysis, we consider the SPTI (Definition 3.3.1) series defined above, both 
for the spatial average and for grid points.  In the two-dimensional case, Cr1=2.15 
and Cr2=3.81 for n=150 (Table 1). Based on Section 6.2, statistical tests were 
carried out to see if there is a change in climate when the two elements are 
considered together. 

Fig. 4 shows the spatial average SPI, STI and SPTI values based on annual 
precipitation sum and mean temperature. It can be clearly seen that there are 

Degrees of freedom 2 3 4 6 8 12 24 

Cr1 2.15 2.50 2.79 3.26 3.66 4.31 5.76 

Cr2  3.81 4.12 4.39 4.83 5.20 5.82 7.24 
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values above both Cr1 and Cr2, suggesting that there is climate change when 
looking at spatial average annual mean temperature and precipitation sum series 
together. The change in the SPTI index over 150 years was determined using 
exponential trend estimation. On spatial average, this index increased by 100% 
over the whole period. This change is significant at the 0.1 significance level. This 
is indicated by the green line in Fig. 4. Based on Section 6.2.1, the value of TS1 
was determined (Table 3). The null hypothesis of an identical distribution for the 
annual values, a spatial average, cannot be accepted on the basis of this test either, 
since a TS1 value well above the critical value was obtained. 

 
 

 
Fig. 4. Spatial average of SPI, STI and SPTI values, based on annual precipitation sum and 
mean temperature. 
 
 
If the SPTI values are calculated as grid points instead of spatial averages, 

we can get an idea of which areas of Hungary are experiencing climate change at 
the 0.1 significance level, when the precipitation and temperature series are taken 
into account. In Fig. 5 we show the areas where the maximum of the SPTI values 
exceeds Cr2, these are the red colored areas, while in the green colored areas, 
these statistics exceed only Cr1. 

On a spatial average, 2010 was the extreme year with the highest 
precipitation but average temperature (Table 2) If we look at individual areas, 
Fig. 6 shows that the year 2014 is still the one with the largest area. This year is 
markedly extreme in the sense that it is recorded in the yearbooks as a hot and wet 
year. The extreme drought and heat of the year 2000 makes it appear in even larger 
areas. Generally speaking, recent years appear as extreme. The largest areas are 
dominated by warm years with precipitation, but dry hot years also appear on the 
list. In the case of annual studies, the pairs of dry and cool years are not listed as 
extreme, but will only appear in seasonal studies.  

-4
-3
-2
-1
0
1
2
3
4
5

1870 1890 1910 1930 1950 1970 1990 2010

SPI STI SPTI Expon. trend (SPTI)



174 

 
Fig. 5. Maximum of the SPTI values, based on annual precipitation sum and mean 
temperature, 1870–2020. 

 
 

Table 2. Extreme years and seasons by SPTI, spatial average, 1871–2020 

 

 
Fig. 6. Year of maximum SPTI values, based on annual precipitation sum and mean 
temperature, 1870–2020. 

Annual Winter Spring Summer Autumn 

2010 4.69 2006/07 2.7 1934 3.8 1984 4.13 1986 4.08 
2014 4.4 1909/10 2.62 1875 3.25 2019 4.07 1920 3.95 
2000 4.14 1935/36 2.56 2003 3.02 2003 3.81 1908 3.69 
2019 4.11 1989/90 2.49 1946 2.9 1976 3.57 2011 3.62 
2018 3.85 1950/51 2.47 1920 2.85 1978 3.5 2006 3.31 
2011 3.61 1976/77 2.44 2018 2.79 2018 3.49 1978 3.01 
1940 3.43 1879/80 2.41 1872 2.78 1962 3.46 1947 2.93 
2015 3.31 1962/63 2.4 1937 2.7 2012 3.46 1959 2.84 
1994 3.26 1881/82 2.35 2007 2.66 1919 3.45 1953 2.76 
2007 3.21 1997/98 2.25 2010 2.65 1923 3.43 1912 2.75 
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Similar to annual studies, seasons and months can be considered together in 
terms of precipitation sum and mean temperature. 

If only the seasonal precipitation sums and mean temperatures are 
considered, the winter norm values (SPTI) are the lowest and exceed only the 
mildest Cr1 critical value (Fig. 7). If we want to decide on the basis of the first 
test (Section 6.2.1), we can see the TS1 values in Table 3. Only the winter value 
remains below the critical value. The other two tests (Sections 6.2.2 and 6.2.3) 
were also applied to the seasonal SPTI values. None of the spring norm values 
reaches Cr2, but here relatively many values exceed Cr1. The summer norm 
values are the highest and there are values exceeding Cr2. The autumn values also 
include some norms above Cr2, but on average they are lower than in the summer 
study. When an exponential trend is fitted to the SPTI values, significant changes 
are observed only in spring and summer. When the temperature and precipitation 
time series are considered together, significant increases are observed in both 
cases. Summer norm values increased by 90% and spring values by 55%. 

 

 

 
Fig 7. SPTI values by season, standardised spatial average. 

 
 
 

Table 3. TS1 values for Test1, the critical value is Cr3=1.65 

1871-2020 Annual Summer Autumn Winter Spring 

TS1 9.25 8.16 2.72 0.27 2.99 
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Of course, the seasonal analyses also examined the areas where the 
maximum SPTI values exceeded each critical value. The areas exceeding Cr1 and 
Cr2 are shown in Fig. 8. In all cases, the milder Cr1 critical value is exceeded 
everywhere by the maximum of the normal values, these are the areas marked in 
green. Where the SPTI maxima exceed the more severe Cr2 critical value, the area 
is red colored. 

It can be clearly seen in Fig. 8A that the winter values do not reach Cr2 
anywhere, while for the autumn (Fig. 8D) and summer (Fig. 8B) maxima we get 
the largest areas with maximum SPTI values above the more stringent critical 
value. 

 

 
Fig. 8. Maximum SPTI values by season: winter (A), spring (B), summer (C), and autumn 
(D), based on seasonal precipitation sum and mean temperature, 1871–2020. 
 
 
 
Let us look at the spring extremes for grid point data (Fig. 9). The hot, dry 

spring of 1934 is the most unusual spatial average, and the largest area for this 
year is shown on the map. Dry, hot springs occur over an even larger area in 2003 
and 2012. A wet, warm spring is 2010, while the dry, cool feature that was missing 

A B 

C D 
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in the annual surveys appears here: the springs of 1956 and 1875, for example. 
There is also an example of a wet, cool spring: 1919 was just such a spring, but it 
is only shown in one small area on the map (Fig. 9).  

 
 

 
Fig. 9. Spring: year of maximum SPTI values. 
 
 
The palette of summers is the most colorful (Fig. 10). On spatial average, the 

dry, cold summer of 1984 is the extreme. Although a large area of Fig. 10 shows 
the summer of that year, it is the hot, dry summer of 2003 that is the most extreme 
over the largest area, precisely in areas where wet, less hot summers are otherwise 
common, namely the southern and western parts of the Transdanubian region. In 
general, dry, cool summers dominate the extreme lists, with a large number of 
dry, hot summers still on the map. Wet, cold summers include 1913 and wet, hot 
summers include, for example, 1999. 

 
 
 

 

 
Fig. 10. Summer: year of maximum SPTI values. 
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The autumn extremes are also shown in Table 2. Fig. 11 shows that the 
extreme dry and slightly warmer than average autumn of 1986 is the one with the 
largest area. It can also be said of the years shown in Fig. 11, that if we split the 
country in two parts imaginatively, the western half of the country has the most 
unusual cold, dry autumns, while the eastern half of the country has the most 
unusual dry, warm autumns. 

 
 

 
Fig. 11. Autumn: year of maximum SPTI values. 
 
 
Finally, let us consider the combined extremes of winter (Fig. 12). Whether 

averaged by area or grid point, the SPTI indices show that the warmest winter 
with average precipitation in 2006/2007 is the most unusual of the 150-year-long 
temperature and precipitation series. Similarly to the summer values, all possible 
combinations are shown in Fig. 12. Warm, wet extremes include the winters of 
1909/1910 and 1935/1936, while wet cool extremes include the winter of 
1890/1891, but there are also examples of dry, cold winters, such as the winter of 
1879/1880. 

 
 

 
Fig. 12. Winter: year of maximum SPTI values. 
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6.4 Eight-dimensional application 

As indicated in Section 6.1, SPI3 and STI3 values were derived from seasonal 
precipitation sum and mean temperature values for all four seasons. The 
standardized spatial averages become the components of the eight-dimensional 
vector variable. To determine the eight-dimensional extreme, the ST8 statistics 
were calculated (Sections 2.5, 5.3), and these statistics were applied to the full 
dataset to decide on the presence of climate change in eight dimensions. 
Performing the first test (Section 6.2.1), the TS1 was found to be 6.25, while the 
critical value is only 1.65, so the null hypothesis of an identical distribution in the 
eight-dimension cannot be accepted. Fig. 13 shows that Cr1=3.66 is exceeded in 
a relatively large number of years, but the more stringent Cr2=5.20 is only reached 
in 2018 and 2019. Therefore, we can say that there is climate change with respect 
to the spatial average, when the mean temperature and precipitation series for the 
four seasons are considered together. Using an exponential trend estimation for 
the eight-dimensional norm series, a significant change can be seen, with these 
values increasing by 37%, shown in green in Fig. 13. 2018 was the second 
warmest and drier than average year, while 2019 was the warmest and slightly 
wetter than average year. What is striking from Fig. 13 is that the last decade can 
be considered an extreme decade. If we plot the probability (Section 5.3) 
associated with the ST8 eight-dimensional norm values (Fig. 14), this extreme 
period is more distinct, showing how low probability events have occurred in the 
past period. In terms of the eight-dimensional norms, 1947 has the third highest 
norm: it was essentially a dry, hot year. Only winter was wetter and cooler than 
average, the other three seasons were dry and warm in 1947. The most unusual of 
the components for 1947 is the autumn precipitation, which is listed as the 5th 
driest autumn in the 150-year-long time series. The year 1920 and 2020 are not 
considered extreme on average, but when the eight variables are analyzed 
together, they can be considered extreme years. In order, they are the fourth and 
fifth highest ST8 values. In the year 1920, two seasons were cooler than average 
and two warmer, while in terms of precipitation, two seasons had above average 
precipitation and two were extremely dry. In 2020, we also had two very dry 
seasons and two seasons with above average precipitation, but temperatures were 
above average in all four seasons.  
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Fig. 13. ST8 values, spatial average. 

 
 
 

 
Fig. 14. The probability of ST8 values. 

 
 
 

It is also interesting to look at the norm values for the extreme sub-systems 
(Section 5.2) in Fig. 15. For 2019, the two-dimensional extreme sub-system 
already exceeds the critical value Cr1 for the eight-dimensional norm values. If 
we want to know which subsystem is the most unusual, we consider the 
probabilities in Fig. 16B. For the total period and all eight elements, the lowest 
probability is for the temperature of summer 2003, while the most extreme two-
dimensional subsystem, with the addition of the spring drought of the same year, 
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is the most extreme two-dimensional subsystem, with all other extreme 
subsystems belongs to 2019. 

The lowest probability event belongs to the year 2019, of which this value 
also belongs to the four-element extreme subsystem: warm, dry summer, warm 
autumn, and wet spring. (Fig. 16A) 

 
 
 
 

 
 

Fig. 15. ST1-8 values for extreme subsystems (top) and their probabilities per year (bottom). 
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Fig. 16. A: Probability of extreme subsystems in 2019, B: Probability of extreme 
subsystems of the complete dataset.  
 
 
If we want to know which seasons and which elements are responsible for 

the extremes of a given year, we need to analyze the extreme subsystems (Section 
5.2), as we did above for the five extreme years (Figs. 15, 16A). For most of these, 
both elements deviated significantly from the average in all four seasons, resulting 
in high ST8 norm values. On the other hand, there are years with ST8 values above 
the critical value of Cr1, but the extremes are caused by only one or two elements. 
A good example of this is the year 1934 (Fig 17), when the probability of the one-
dimensional subsystem was the lowest. This is the extreme high mean temperature 
in spring. Also, Cr1 is above the norm for the year 1936, but here the two-
dimensional extreme subsystem has the lowest probability, and this is the two-
dimensional extreme subsystem of a wet winter and a warm spring (Fig 17). 

 
 

 

 
Fig. 17. Probability of ST1-8 norms for the years 1934 and 1936. 
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7. Summary 

The primary objective of this paper was to present a vector norm methodology 
based on the probability distribution of multidimensional climate time series, 
which can be used to complement our knowledge of the extremes of climate 
elements. We have shown why this method was developed in order to study 
climate elements together and how it works in practice to determine 
multidimensional extremes. 

The results of the statistical tests described in Section 6.2 are summarized in 
Table 4. For the first test (T1 in Section 6.2.1), the change in the distribution of 
the probability vector variables is not proven only for the winter temperature and 
precipitation values. For the second test (T2 in Section 6.2.2), the spring values 
do not exceed the Cr2 values in addition to the winter values. In the third test (T3 
in Section 6.2.3), no unidirectional change is observed for winter and autumn 
values. In summary, when looking at the two-dimensional annual and summer 
mean temperature and precipitation values together, all three tests result in 
rejecting the null hypothesis that there is climate change. The same is true for the 
four seasonal mean temperature and precipitation values, so that climate change 
can be detected in eight-dimensions with all three tests. In the case of the spring 
tests, the T1 and T3 tests were used to detect change, while for the autumn values 
the T1 and T2 tests were used. Only the winter tests can not demonstrate the 
change in the probability distribution of the vector variables over time. 

 
 
 Table 4. Summary table of which test and statistics have changes in probability 
distribution, 1871–2020 

 Annual ST2 Winter ST2 Spring ST2 Summer ST2 Autumn ST2 Annual ST8 

Test1  X     
Test2  X X    
Test3  X   X  

 
 
 

In general, we can say that in Hungary cooler years tend to have more 
precipitation, while drier years tend to be warmer. This makes it unusual to have 
a very hot, wet year and a dry, cool year. It is also clear that a very dry, very hot 
year is also unusual, while a very cold, very wet year can be considered extreme. 
Looking at the temperature and precipitation time series together, we could see 
examples of each of these cases. Multidimensional extremes included years that 
could be considered extreme in one dimension, e.g., 2019, 2010, and 1940, but 
also included years that were not particularly unusual in one dimension, e.g., 
1920, 1947, 2020. 
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Considering the spatial averages, years with hot, rainy weather are the least 
likely, followed by a series of dry, very hot years and only one case of a cool, 
rainy year. The top ten did not include a pair of dry, cool years. In the case of 
winters, the top ten is dominated by warm, wet winters, with dry, warm and cool, 
wet winters also found in Table 2. Most of the spring extremes are associated with 
dry, warm springs. There is one case of dry, cool spring and two cases of wet, 
warm spring in our list. For summers, the extremes are the dry, cool and dry, warm 
seasons. For autumn, these two combinations are also on the list. The exception 
is the 10th most extreme autumn, which has a very cold period with a lot of rainfall 
as an extreme. It is now accepted (Harangi, 2017), that the eruption of the Katmai-
Novarupta volcano in Alaska (June 6, 1912) is responsible for this extreme 
autumn. 

Of course, other elements and dimensions can be investigated further. Two-
dimensional studies can be complemented by six-dimensional studies. For 
example, summers have the largest statistics, in which case it is worth looking at 
the mean temperature and precipitation totals for the three summer months 
together. But it is also possible to look at the precipitation sum and temperature 
of a single month together, or to determine the SPTI index for the summer and 
winter semesters. After the mathematical description, we have presented only 
some meteorological applications, the aim of which was to illustrate, through 
examples, how the theoretical method works in practice. 
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Abstract— The civil war, harsh climate, tough topography, and lack of accurate meteorological 
stations have limited the number of consecutive synoptic data across Afghanistan. The global 
data (gridded precipitation datasets) pave the way to assess the precipitation indicators of climate, 
where stations are sparsely located. This study assessed the mean annual precipitation trend in 33 
stations over Afghanistan. Non-parametric linear regression technique was employed to find 
upward and downward trends and magnitudes. The daily of precipitation was obtained from the 
database of the CPC-NOAA (Climate Prediction Center - National Oceanic Atmospheric 
Administration) for the period of 1979–2019. The CPC spatial resolution of daily precipitation is 
0.5×0.5 degree. Analysis of mean annual precipitation showed a significant decreasing trend at 
six provinces in the north, while an increasing trend of 9.2 mm per decade has been observed at 
three provinces. In the south, a notable reduction of the precipitation trend has been experienced 
in Helmand, Kandahar, and Nimruz provinces, but Ghazni and Uruzgan show a positive trend. 
Data revealed that mean annual precipitation has remarkably decreased in the western part of 
Afghanistan. According to the study period, the mean annual rainfall in the central regions 
indicates a raise of 37.5 mm per decade in Kabul, while in Vardak, the precipitation increases up 
to 9.21 mm per year. Eastern regions include 8 provinces, and the eastern highland covers the 
smallest area that is mainly covered by rangeland and the largest existing forests. These regions 
are directly influenced by the moist air masses of Indian monsoon getting trapped at the high 
mountain slopes, and it can lead to an increase of rain. Data reveals an upward trend of 
precipitation in the eastern part of Afghanistan. 
 
Key-words: climate change, Afghanistan, rainfall variation  



 

186 

1. Introduction 

Climate change is a change in climatic parameters (such as temperature, 
precipitation, and their characteristics) and associated patterns (Pachauri et al., 
2014). In this regard, changes in temperature and precipitation due to their 
association with phenomena such as drought, floods, and their hydrological and 
biological consequences are receiving more attention (Sheila, 2013). Despite this 
very alarming situation, almost no scientific literature on climate change and its 
impacts in the past, nor projected for the future, exists (World Bank, 2014). 
Therefore, climate change as effective process on social, economic, and 
environmental phenomena and processes has been considered by scientific circles. 
(Groisman et al., 1999) Afghanistan is frequently ranked among the countries most 
vulnerable to climate change (Kreft, et al., 2015). Afghanistan, as a society often 
based on the rural economy on natural resources. The livelihood of most Afghans 
depends on agriculture, and agriculture depends on rainfall. Changes in rainfall 
could lead to vulnerability for farmers in Afghanistan, which is happening. These 
resources are very vulnerable to climate change. More than 80% of the country's 
water resources (a total of 75 billion cubic meters of water, 55 billion cubic meters 
of which includes surface currents and 20 billion cubic meters of groundwater) 
come from the Hindu Kush Mountains and its rainfall (World Bank, 2014). Change 
in climate extremes was assessed that indicate reduction frosts and freeze and 
raising in hot days in most part of the world (Karl et al., 1999). Climate variability 
is the one of the threats to water resources in tropical regions at large scale. 
Changes in precipitation have direct effects on water resources, agriculture, 
forestry, ecosystem, natural resources, plant cover, and drinking water 
(Cannarozzo et al., 2006). Precipitation generally increases in the extra-tropical 
areas, conversely, rainfall declines in the subtropical region (Houghton, 1996). 
Change in precipitation, evaporation, and snow cover extent have occurred 
significantly, during the last 50 years over the conterminous United States (Kunkel 
et al., 1999; Frei et al., 1999). Precipitation shows a 10% increase since 1910 
throughout the contiguous United States (Karl and Knight, 1998). Precipitation 
trend is seen as a long-term increase mostly in North America, mid- to high-
latitude Eurasia, Argentina, and Australia during the period of 1900–1988 (Dai et 
al., 1997). Frequency of precipitation has been remarkable increased in U.S. since 
1920, and less extreme events have occurred in some part of Canada (Kunkel, 
2003). The average of precipitation has increased by more than 10% in Canada 
over the 20th century (Groisman and Easterling, 1994; Mekis and Hogg, 1999; 
Akinremi et al., 2001; Cutforth et al., 2001). Heavy daily rainfall interrelated with 
global warming because of atmospheric water vapor and warmer air (Solomon and 
Srinivasan, 1995). Increased variance of precipitation has occurred everywhere 
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that wet areas become wetter and arid areas become drier. Overall, precipitation 
increased at high latitudes (Northern Hemisphere), decreased in China, Australia, 
and the Small Island States in the Pacific, and its variance increased in equatorial 
regions. The changes in the major ocean currents also appear to be affecting 
precipitation patterns. For example, increased intensity and frequency of El Niño 
and ENSO seem to be associated with the evidence of an observed ‘‘dipole’’ 
pattern affecting Africa and Asia, although this time series is too short so far 
(Dore, 2005). The number and fequency of extremely intensive rainfalls were 
reduced in the southwestern and western parts of Australia, conversely, an increase 
in the extreme events can be observed in the eastern part of Australia (Allan and 
Haylock, 1993; Nicholls and Lavery, 1992: Suppiah and Hennessy, 1998; Haylock 
and Nicholls, 2000; Hope et al., 2010). The trend analysis of precipitation showed 
an upward trend in the annual rainfall over the period of 1955 to 2009 in the San 
Juan metropolitan area in Puerto Rico (Méndez-Lázaro et al., 2014). The study 
shows, that in the semi-arid Botswana, the rainfall variability decreased with a 
reduction of rainy days and a rise of drying throughout the area (Batisani and 
Yarnal, 2010). In Spain, plant cover change has occurred in the Mediterranean 
climate, and it is associated with an evolution of temperature and precipitation. The 
results shows a several decrease in the water supply with high dependence on 
precipitation (Ceballos-Barbancho et al., 2008). The annual precipitation has 
slightly decreased throughout China over the last five decades (Zhai et al., 2011). 
Conversely, the heaviest precipitations have significantly raised over the Yangtze 
River and West China during the last decades of the 20th century, while a 
reduction in the precipitation can be observed over the northern part of China (Zhai 
et al., 1999b). Also, heavy precipitation and flash flood have occurred in the 
Caribbean (Laing, 2004). The precipitation has remarkably increased over Europe 
in the decades of the 20th century, while a downward trend shows a decline 
southward to the Mediterranean (Schönwiese and Rapp, 2013). 

Scientific resuls reveal that the trend of extreme rainfalls has been reduced 
remarkably over Southeast Asia and the western and central parts of the South 
Pacific in the period of 1965 to 1998 (Manton et al., 2001). Severity of 
precipitation in South and Central Asia shows little change with positive and 
negative trends during 1961–2000 (Klein Tank et al., 2006). Rainfall trends 
revealed a significant decrease in the southwest monsoon rainfall and an increase 
in the post-monsoon season in India (Krishnakumar et al., 2009). The precipitation 
decreased in the winter and post-monsoon seasons and raised in the monsoon and 
pre-monsoon seasons in the China-Pakistan economic corridor over the period of 
1980–2016 (Ullah et al., 2019). A downward trend of precipitation can be shown 
in the West, Northwest, and Southwest, but an upward trend can be indicated in the 
most stations of Iran during 1960–2001(Boroujerdy, 2008). Long-term rainfall 
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prediction is very important to countries thriving on agro-based economy. In 
Afghanistan, precipitation variation is poorly documented because of the 
inadequate spatial and temporal data coverage. The annual precipitation has been 
reduced in the North and West, while it raised at the rest of parts of Afghanistan 
(Saboory and Tomer, 2019). The annual precipitation presented reduction trend in 
the Kunduz River Basin on the northeastern part of Afghanistan during 1961 to 
2010 (Hassanyar et al., 2018). Based on climate records and data available from 
the neighboring countries, the average precipitation has declined by 0.5 mm or 2% 
per decade since 1960 (Aich et al., 2017). The aim of this research is to investigate 
the precipitation series and their trends. Rainfall trend could be an evidence of 
climate change. In this study, due to the importance of precipitation in terms of 
agriculture, water resources, and energy production, time changes and the 
existence of rainfall changes in Afghanistan are discussed.  

2. Materials and methods 

2.1. Study area 

Afghanistan is a vast country with an area of 647,500 km2 and an estimated 
population 32.9 million people. Geographically it is located approximately 
between the 29–38 °N latitudes and 61–74 ºE longitudes in the central zone of 
Asia, and a part of the country is located within the Hindu-Kush Himalayan region 
Fig. 1). Afghanistan has a predominantly dry continental climate, and the quantity 
and distribution of precipitation is key factor to recharge of water availability. 
Three-quarter of precipitation is occurring as snow during winter, where altitudes 
are more than 2500 m. The annual precipitation is less than 400 mm over the 75% 
of the country and higher values occur above 1000 m on in the mountains of the 
northwest. The temperature is approximately 33 °C in summer and 10 °C in winter, 
but in cold areas temperature could fall below -20 °C (McSweeney et al., 2013). 
Afghanistan’s climate is arid to semi-arid with major daytime and nighttime 
temperature fluctuations. The annual precipitation ranges from less than 50 
mm/year in the southwestern part of Afghanistan to 1000 mm/year in the 
northeastern highland. The monthly precipitation changes between 20 to 80 mm in 
winter and spring, and it is remarkably below 3 mm in summer, i.e., in the period 
of June to October (Tünnermeier et al., 2005).  
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Fig. 1. Location of study area.  
 

 

 
 

 

Daily precipitation data was obtained from the CPC-NOAA (Climate 
Prediction Center - National Oceanic Atmospheric Administration) website: 
https://psl.noaa.gov/data/gridded/data.cpc.global temp.html for the period of 1979–
2019. The CPC spatial resolution of daily precipitation is 0.5×0.5 degree. Daily 
precipitation data were extracted for 33 provinces of Afghanistan covering the 
whole of the study area, except for the Bamyan province. The capital of every 
province chosen for the study, with specified latitudes, longitudes, and elevations 
are shown in Table 1.  

The study examined the trend in observation time series of precipitation. For 
qualitative and quantitative analysis of data, the Run Test method was used, all 
data was normal. The data were validated in order to estimate the robustness of the 
results. Thus, reanalysis data were compared to observed data of some weather 
stations of the same time. According to the normal distribution of rainfall, linear 
regression could be used for the analysis of precipitation trend. 
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Table 1: Specific locations of the study area in Afghanistan 

Provinces Study sites Latitude (ºN) Longitude (ºE)  Elevation (m.a.s.l.) 
Balkh Balkh 36.75 66.89 348 
Nangarhar Jalalabad 34.41 70.47 568 
Helmand Lashkar-Gah 31.62 64.36 787 
Kandahar Aino-Mainah 31.63 65.77 1025 
Zabul Hazari 32.11 66.91 1579 
Ghazni Naw Adad 33.58 68.40 2225 
Nimroz Zaranj 30.96 61.87 489 
Farah Arg-Farah 32.37 62.10 660 
Herat Taraqi Park 34.34 62.21 933 
Badghis Qala-e- Naw 34.97 63.13 956 
Paktika Urgun 32.85 69.14 2321 
Oruzgan Khas Oruzgan 32.92 66.69 2211 
Faryab Afghan Kot 35.91 64.78 882 
Sar-e-Pole Sar-e-Pole 36.21 65.93 634 
Jowzjan Sheberghan 36.66 65.75 362 
Samangan Takht-Rostam 36.24 68.02 1027 
Baghlan Pol-e-Khomri 35.94 68.70 649 
Kunduz Kunduz 36.70 68.84 382 
Takhar Taleqan 36.73 69.53 802 
Badakhshan Fyz-Abad 37.10 70.53 1183 
Panjshir Bazark 35.31 69.51 1959 
Kapisa Mahmude-Raqi 35.01 69.34 1436 
Parvan Charikar 35.02 69.16 1604 
Kabul, Bagh-Bala 34.53 69.12 1848 
Vardak Maidan-Shahr 34.38 68.85 2182 
Daykundi Nili 33.73 66.14 2103 
Ghowr Chegcharan 34.52 65.25 2265 
Paktia Gardez 33.59 69.21 2308 
Khost Khost 33.33 69.92 1174 
Nuristan Parun 35.42 70.92 2758 
Konar Asadabad 34.87 71.15 819 
Laghman Mihtar-lam 34.66 70.21 758 
Lowgar Pole-Alam 34.00 69.01 1912 

 
 
 
 

One method of trend analysis of time series is using linear regression models. 
In this model, the main assumption considers time series that contain a linear 
regression. Although this assumption is not implemented completely, it provides 
general overview of the time series. The linear regression is defined as follows:  
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TbZa −=

 eZ TT bTa ++= , (1) 
 
where ZT is the climate variable, T is the time (T=1, 2, 3……n), b is the slope 

of line (change except of time), eT is the error (residual or deviation) of the 
estimation, and a and b is are the regression coefficients (Asakereh, 2009). This 
study is used the method of least squares, the main objective of which is to fit a 
curve through the time series, so that the sum of the least square errors is 
minimum. The estimation of regression coefficient the method of least square is:  
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where  and  are the mean of time and the mean of the climate parameter, 
respectively.  

3. Discussion 

3.1. Precipitation trend in the north 

The analysis of rainfall data in the northern part of Afghanistan shows mostly 
reduction in precipitation over the period of 1979 to 2019. Data reveal decreasing 
precipitation trend in the northeastern provinces: data show a declining trend of  
-1.14 mm/year and a minimum rainfall of 69 mm in Baghlan, -0.25 mm/year and 
88 mm in Kunduz, -2.56 mm/year and 111mm in Takhtar, and -5.85 mm/year in 
Badakhsan in 2000. Samangan and Faryab provinces shown a decrease in the 
average of rainfall (-0.38 mm/year and -0.49 mm/year),  the minimum rainfall was 
64 mm in 2001 and 72 mm in 2014, respectively. Balkh, Sar-e-Pole, and Jowzjan 
provinces represent a slight increase in precipitation with 0.63 mm/y, 0.75 mm/y, 
and 0.93 mm/y, the minimum amount of precipitation was 51 mm, 54 mm and 
55 mm in 2001, respectively. Overall, the reduction in the precipitation trend was 
-9.2 mm per decade in the northern part of Afghanistan during study period. 
Similarly, the result of study Salma et al. (2012) shows a decreasing rainfall trend 
all over the Pakistan. The mean annual rainfall exhibits reduced trend in Russia, 
some part of Japan, North China, most parts of Northeast India, Indonesia, and 
Philippines (Solomon et al., 2007). Conversely, the study carried out in the arid 
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Central Asia reveals an upward trend in precipitation during the past 80 years 
(Chen et al., 2011). The extreme precipitation events observed in summer ranged 
from 50 mm/day to 100 mm/day in North Xinjiang during 1951–2014 (Huang et 
al., 2017). Comparing the results with those of other researchers in neighboring 
countries such Iran and Pakistan, an absolute homogeneity assessment of 
precipitation time series in the arid region of Pakistan found them doubtful for the 
month of June at two stations (Kamal et al., 2018). Rainfall trend analysis of Iran 
in the last half of the twentieth century was performed. This study shows that the 
annual rainfall is decreasing at 67% of the stations, while the 24-hour maximum 
rainfall is increasing at 50% of the stations (Figs. 2–7) (Modarres and Sarhadi, 
2009). 
 
 
 

 
Fig. 2. Mean annual precipitation of Badakhshan province.  

 
 
 
 

 
Fig. 3. Mean annual precipitation of Samangan province.  
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3.2. Changes in the precipitation in the west and south 

This investigation has shown a decreasing trend in the precipitation in all western and 
southern provinces of Afghanistan. In the southern provinces, a significant reduction 
in precipitation has been observed in Helmand, Kandahar, Zabul, and Nimruz 
provinces with the value of -3.24 mm/y, -3.27 mm/year, -1.09 mm/year, and  
-0.35 mm/year, and the minimum precipitation was 4 mm, 28 mm, 54 mm, and 6 mm 
in 2018 and 2001, respectively. Ghazni and Uruzgan provinces show a positive trend 
of precipitation in the southern part of Afghanistan. The result is consistent with 
findings of other researchers: Ahmad et al. (2015) highlighted negative and positive 
trends of precipitation during 1961 to 2011 in the Swat River Basin, Pakistan. Rainfall 
was increasing during summer while decreasing in winter over the period of 1945–
2004 in Faisalabad (Cheema et al., 2006). Studies examined the latitudinal 
precipitation trend in Pakistan, which show raise in high latitudes and no noteworthy 
trend in lower latitudes (Hanif et al., 2013; Ahmad et al., 2014). The Panjab has 
experienced a significant increasing precipitation trend during 1961–2014 (Khattak 
and Ali, 2015). The finding of Sheikh et al. (2015) indicates most extreme 
precipitation raise in South Asia, consistent with the globally averaged result.  
 
 

 
Fig. 4. Mean annual precipitation of Zabul province. 
 

 
Fig. 5. Mean annual precipitation of Ghazni province.  
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Data in Table 2 shows that the mean annul precipitation decreased over the 
study period in the western part of Afghanistan. Data show a high declining trend 
of -0.44 mm/year in Farah province in the West, -0.19 mm/year in Herat and 
0.17 mm/year in Badghis province. Generally, the average decline of precipitation 
is -2.44 mm/year per decade. The result of this study is in a good agreement with 
the report of Modarres and Sarhadi (2009), which presents negative trend of 
annual rainfall in the northern and northwestern parts of Iran in the last decades of 
twentieth century. Nasri and Modarres (2009) carried out a study in the western 
and eastern parts of Iran receiving similar results: negative trend of precipitation. 
The finding of Raziei et al. (2005) indicated mostly downward trend of 
precipitation in the arid and semi-arid regions of Iran (Modarres and da Silva, 
2007; Tabari et al., 2012). A study conducted by Sadeghi and Hazbavi (2015) has 
shown a small general reduction trend in the seasonal rainfall in Iran in the period 
1970–1992.  

 
 
 
Table 2. Changes in precipitation across Afghanistan over the period of 1979 to 2019 

Location 
Mean change of 

precipitation per year 
(mm) 

 Precipitation 
variation (mm) 

Balkh 0.63 25 
Jalalabad 9.64 395 
Lashkar-Gah  -3.24 -133 
Aino-Mainah -3.27 -134 
Hazari -1.09 - 44 
Naw Adad 13.85 567 
Zaranj -0.35 - 14 
Arg-Farah -0.44 - 18 
Taraqi Park -0.19 - 8 
Qala-e- Naw -0.17 - 7 
Urgun 15.44 663 
Khas Oruzgan 2.85 116 
Afghan Kot -0.49 - 20 
Sar-e-Pole 0.75 30 
Sheberghan 0.93 38 
Takht-Rostam -0.38 - 16 
Pol-e-Khomri -1.14 - 47 
Kunduz -0.25 - 10 
Taleqan -2.56 - 105 
Fyz-Abad -5.85 - 240 
Bazark -1.44 - 59 
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Table 2. Continued 

Location 
Mean change of 

precipitation per year 
(mm) 

 Precipitation 
variation (mm) 

Mahmude-Raqi 3.71 152 
Charikar 2.40 98 
Bagh-Bala 9.21 378 
Maidan-Shahr 9.21 378 
Nili 2.73 112 
Chegcharan 0.44 18 
Gardez 15.83 649 
Khost 19.66 806 
Parun 1.34 55 
Asadabad 6.14 252 
Mihtar-lam 10.30 423 
Pole-Alam 13.53 555 

 
 
 
 

3.3. Precipitation trend in the central regions 

The central part of Afghanistan is characterized by low and highly variable 
precipitation due to the Himalayan mountain ranges. Farther south, monsoon 
effects moderate the climate near the Pakistan border and increases the rainfall as 
far inland as central part of Afghanistan. According to the 1979–2019 period, the 
mean annual rainfall increased in six provinces in the central region except 
Panjshir province, where it decreased by -1.44 mm/year. Fig. 2 shows the mean 
annual precipitation trend of seven provinces in the central region indicating raise 
of 37.5mm per decade in Kabul, while in Vardak the precipitation increased by 
9.21 mm per year. In Growr, the precipitation regions: 0.44 mm/year. Eastern 
regions include eight provinces, and the eastern highland is covering the smallest 
area that is mainly covered by rangeland and largest existing forests. This regions 
are directly influenced by the moist air masses of Indian monsoon getting trapped 
at the high mountain slopes, which can lead to the increase of rain. Table 2 reveals 
upward trend of precipitation in the eastern regions: Khost, Paktia, Paktika, 
Lowgar, and Laghman show high rainfall rates 19.6 mm, 15.8 mm, 15.4 mm, 
13.5 mm, and 10.3 mm per year, respectively.  
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Fig. 6. Mean annual precipitation of Laghman province.  
 

 

 

Fig. 7. Mean annual precipitation of Lowgar province.  

 

 
 
The rest of provinces in the eastern area show lower rates of rainfall in the 

study period. Overall, the mean precipitation trend increased by 114.5 mm per 
decade. The result of this study is similar to the findings of Alexander et al. (2006) 
showing significant increases of precipitation. The findings of Keggenhoff et al. 
(2014) indicated that heavy and extremely heavy precipitation to total precipitation 
have increased between 1971 to 2010 in Georgia. Studies carried out in Pakistan, 
that have argued upward annual precipitation trend in the northern highland and 
sub-Himalayan ranges (Iqbal et al., 2019; Ahmed et al., 2017; Hussain and Lee, 
2013). Recent study of Gajbhiye et al., (2016) further outlined a significant 
increasing of precipitation in both seasonal and annual rainfall amounts during 
1901 to 2002 in the Sindh River Basin, India. A research was conducted by Sen 
Roy (2009), which investigated raising trends in extreme heavy precipitation in the 
high elevation parts of India. Ont he contrary to this study, significant decreasing 
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trends of precipitation, Martinez et al. (2012) revealing the precipitation has 
negative trend in October and May in Florida. Other studies mostly observed 
negative trend on monthly rainy days in Iran (Soltani et al., 2012; Rahimzadeh et 
al., 2009). Also, the findings of studies mostly noticed decreasing trends in 
precipitation over Iran (Some e et al., 2012; Tabari and Talaee, 2011). A study 
assessed by Zhai et al. (2005) revealed that the annual precipitation decreased over 
the southern northeast parts of China, while a significant increase was detected in 
western region.   

4. Conclusion 

This study identified the mean annual trend in precipitation of 33 provinces from 
the 34 provinces of Afghanistan from 1979 to 2019. The center of each province 
was selected as study site with specific latitudes, longitudes, and elevations. The 
method used was the non-parametric linear regression trend in time series for 
rainfall parameters. The trend of precipitation may be attributed to the regional 
climate changes, local land use, and high emission of greenhouse gases from 
various sources, i.e., population density, industry, infrastructure, building, 
transport, agriculture, deforestation, and rearing livestock. The daily precipitation 
data were extracted from the database of CPC-NOAA (Climate Prediction Center - 
National Oceanic Atmospheric Administration), and they were analyzed by the 
linear regression trend. The analysis of rainfall data shows a declining trend in the 
northeastern provinces such as Baghlan, Kunduz, Takhar, and Badakhshan. 
Samangan and Faryab indicated a negative trend of precipitation, while Balkh, Sar-
e-Pole, and Samangan were revealed with slight increase on precipitation trend in 
the northern part of Afghanistan showing -9.2mm per decade generally. In the 
south, a significant reduction was observed in the precipitation trend in Helmand, 
Kandahar, and Nimruz provinces, but Ghazni and Uruzgan showed positive trend. 
Table 2 revealed that the mean annual precipitation significantly decreased in the 
western part of Afghanistan. Central parts of Afghanistan are characterized by low 
and highly variable precipitation due to Himalayan mountain ranges. Farther south, 
the monsoon effects moderate the climate near the Pakistan border and increases 
rainfall as far inland as the central parts of Afghanistan. According to the 1979–
2019 period, the mean annual rainfall increase in six provinces in central region 
except Panjshir province decrease -1.44 mm per year. Fig. 2 shows the mean 
annual precipitation trend of seven provinces in the central region indicating raise 
of 37.5 mm per decade in Kabul, while in Vardak, while in the highest 
precipitation increase was 9.21 mm per year. Eastern regions include eight 
provinces, and the eastern highland is covering the smallest area, which is mainly 
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covered by rangeland and the largest existing forests. This regions are directly 
influenced by the moist air masses of Indian monsoon getting trapped at the high 
mountain slopes, and it can lead to the increase of rain. Data reveals upward trend 
of precipitation in the eastern regions, that Khost, Paktia, Paktika, Lowgar, and 
Laghman showed high rainfall rate, and the rest of provinces in the eastern area 
showed lower rate of rainfall in the study period. 
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Abstract⎯ This case study investigates the magnitude and nature of the spatial effect 
generated by the anti-COVID measures on land surface temperature (LST) in the city of 
Târgu Mure  (Marosvásárhely), Romania. The measures were taken by the Romanian 
government during the state of emergency (March 16 – May 14, 2020) due to the SARS-
CoV-2 coronavirus pandemic. The study shows that – contrary to previous studies carried 
out on cities in China and India – in most of the urban areas of Marosvásárhely LST has 
increased in the period of health emergency in 2020 concerning the large average of the 
years 2000–2019. Remote sensing data from the MODIS and the Landsat satellites show, 
that MODIS data, having a moderate spatial (approximately 1 km) but good temporal 
resolution (daily measurements), show a temperature increase of +0.78 °C, while Landsat 
data, having better spatial (30 m) but lower temporal resolution, show an even greater 
increase, +2.36 °C in the built-up areas. The difference in temperature increase is mainly 
due to the spatial resolution difference between the two TIR band sensors. The LST 
anomaly analysis performed with MODIS data also shows a positive anomaly increase of 
1 °C. However, despite this increase, with the help of the hotspot-coldspot analysis of the 
Getis-Ord Gi* statistic we were able to identify 46 significant coldspots that showed a 1–
2 °C decrease of LST in April 2020 compared to the average of the previous years in April. 
Most of these coldspots correspond to factory areas, public transport epicenters, shopping 
centers, industrial polygons, and non-residential areas. This shows that anti-COVID 
measures in the medium-sized city of Marosvásárhely had many effects on LST in 
particular areas that have links to the local economy, trade, and transport. Paired sample  
t-test for areas identified with LST decrease shows that there is a statistically significant 
difference in the average LST observed before and after anti-COVID measures were 
applied. MODIS-based LST is satisfactory for recognizing patterns and trends at large or 
moderate geographical scales. However, for a hotspot-coldspot analysis of the urban heat 
islands, it is more suitable to use Landsat data. 
 
Key-words: LST, TIR band, thermal sensor, anti-COVID measures, spatial effect, urban 
heat islands, medium-sized city, hotspot-coldspot analysis, Getis-Ord Gi*, QGIS 
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1. Introduction 

Space remote sensing is a technology that has undergone constant progress in 
recent years. Nowadays it is one of the methods for change analysis by studying 
the events that occur in the Earth’s spheres. It allows the obtaining of several 
geophysical magnitudes and variables that are within the geographic space. 
Thermal remote sensing is a branch of spatial remote sensing that studies the 
Earth’s temperature. This is done by measurements obtained by a sensor onboard 
a satellite platform or an aircraft containing a TIR (thermal infrared) band. This 
sensor measures the electromagnetic radiation emitted by the Earth’s surface in 
the thermal infrared region of the electromagnetic spectrum (between 8 and 
14 m) emitted by the Earth’s surface and atmosphere (Sobrino et al., 2000). 
Therefore, land surface temperature (LST) allows us to indirectly study the 
qualitative and quantitative processes that occur on the Earth’s surface, and thus, 
to analyze and model changes over time (Quattrochi and Luvall, 2004; Kovács, 
2019; Ursu, 2019; Kis et al., 2020). 

Previous studies have shown that LST has experienced significant declines 
during the emergency of COVID-19 in cities of China and India, where strict 
quarantine policy measures were adopted. Maithani et al. (2020) has pointed out 
that areas with high building density had minimal LST decline, while large 
proportions of open spaces with medium or low building density had maxima LST 
declines. Hadibasyir et al. (2020), in their study on Wuhan city, China, have 
shown that during the COVID-19 emergency with applied policies of breaking 
the virus spread, LST was lower than the average of the last three years on the 
same dates. However, in these two cases large cities were studied that have greater 
impact on their environment than the medium-sized cities or small towns. 

Other studies also addressed the effects of COVID-19 concerning changes 
detected in the environment (Liu et al., 2020; Tobías et al., 2020; Xie and Zhu, 
2020; Lin et al., 2020; Ma et al., 2020; Awasthi et al., 2021; Agrawal et al., 2020; 
Singh et al., 2020; Patel et al., 2020). LST has a principal part in climate change 
topics, because directly or indirectly, land surface temperature influences other 
factors related to hydrology, agriculture, or the urban environment (Avdan and 
Jovanovska Kaplan, 2016). Researchers also describe that anthropogenic factors, 
in general, can have a significant effect on LST (Buyantuyev and Wu, 2010; Li et 
al., 2016; Meng and Dou, 2016). Factors such as urbanization, general transport, 
large centers of public transport, industrial and residential activities are related to 
LST (Yoo et al., 2017; Wang et al., 2017). 

The alterations in LST that occur in urban areas are mainly depending on the 
characteristics of the materials that form the buildings, orientation, density of 
buildings, and also there is the main factor of anthropogenic heat sources 
generated near the surface (Maithani et al., 2020; Zsebeházi and Szépszó, 2020). 
With all this, the result is that the LST in urban areas is altered, modified 
artificially in contrast to the non-built-up areas. This is how the phenomenon of 
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urban heat islands (UHI) appears (Mathew et al., 2016; 2017; Mukherjee et al., 
2017; Kikon et al., 2016; Mallick et al., 2013; Xu et al., 2012; Imhoff et al., 2010; 
Yuan and Bauer, 2007; Gallo et al., 1993; Oke, 1982). 

With the help of remote sensing technology, by calculating LST, we can 
identify these heat islands and their changes in the urban environment. Therefore, 
these changes indirectly explain the effects of human activities within the urban 
environment. 

This study analyzes the changes in land surface temperature that have 
occurred within the urban area of the city of Marosvásárhely in the reference 
period of March 16 –May14, 2020. The study compares and detects the changes 
that occurred in 2020 compared to a large average of the previous years between 
2000–2019. The state of emergency in Romania due to the pandemic of SARS-
CoV-2, a new respiratory disease, was declared on March 14, 2020, implemented 
on March16, and extended on April 15 by 30 days until May 14, by a government 
decree. The main measures adopted were the cancellation of classes at the pre-
university and university levels, limitation of public transport, compulsory 
wearing of masks in enclosed spaces, partial limitation of mobility of persons 
(permitted only with a personal statement and indicating the purpose of the 
posting). 

2. Study area and data 

Târgu Mure  (Marosvásárhely) is the main town in the district of Mure  (Maros) 
in the historical region of Transylvania, Romania (46°32’44’’N 24°33’45’’E) 
(Fig. 1). According to the latest Romanian census (Institutul Na ional de 
Statistic , 2011), it has a population of 134,290 inhabitants, an area of 49.3 km2, 
making it the 16th largest city in the country. It extends along the two banks of 
river terraces of the River Mure  (Maros). At the country level, it is an important 
center of the chemical industry (Azomure ), and also of pharmaceutical, textile, 
wood, and food industries. 

The data used for calculating the surface temperature are remote sensing data 
from the MODIS and Landsat satellite sensors. Remote sensing technology makes 
LST measurements possible by satellites in different orbits, on a multi-temporal 
scale. However, these satellites provide data in different spatial and temporal 
resolutions (Maithani et al., 2020; Jensen, 2015; Ndossi and Avdan, 2016). 

LST data from two different sensors (MODIS and Landsat) have used in this 
study. The reason for choosing this method is to find the balance between the 
spatial and temporal resolution of the available data. MODIS/MOD11A1 provides 
daily LST data with a spatial resolution of approximately 1 km. 
MODIS/MOD11A2, in turn, provides data of an average of 8 days with the same 
spatial resolution. Instead, Landsat sensors provide data with a much better spatial 
resolution (30 m). The Landsat 4–5 TIR band (band 6,10.40 – 12.50 m) obtains 
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data at 120 m resolution, but it is resampled to 30 m. Landsat 7 band 6 (10.40 – 
12.50 m) acquires data at 60 m resolution, then it is resampled to 30 m. Landsat 7 
acquires thermal data in two different bands (band 6H - high gain, band 6L - low 
gain). The gain difference is present, because it is essential for studies of different 
types and purposes. 
 

 
 

Fig. 1. Location of the functional urban area of Târgu Mure  (Marosvásárhely). 
 
 
 
In this study, we have used band 6H (BAND_6_VCID_2), which has a 

higher radiometric resolution (sensitivity), a more restricted dynamic range, and 
is more likely to become saturated on hot objects. The reason for this choice is 
that the high gain setting is better for scenes that are in temperate zones, areas that 
have a lower surface luminosity, because the high gain has a temperature range 
between 240–320 K (Karnieli et al., 2004; Barsi et al., 2006; Slater et al., 1987; 
Donegan and Flynn, 2004). Landsat 8 has two thermal infrared bands (TIRS): 
band 10 (10.60–11.19 m) and band 11 (11.50–12.51 m). In this study, we have 
used band 10, which is better in the calculation of current evapotranspiration, 
since it measures with high gain, while band 11 provides low gain (Xu, 2015; Du 
et al., 2015; Yu et al., 2014; Xiao et al., 2007; Rozenstein et al., 2014; Sahana et 
al., 2016). 

As we saw above, MODIS LST data has a lower spatial resolution (1 km) 
than Landsat (30 m). However, MODIS obtains daily data. Despite this, the 
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MODIS LST calculation continues to improve the cloud pollution removal, the 
update of the look-up table coefficient (LUT) for the split-window algorithm, and 
the classification to obtain emissivity. Also, studies have tested with ground 
validation methods that MODIS LST data show dependable accuracy (Eleftheriou 
et al., 2018; Hulley et al., 2012). On the other hand, the difficulty with using 
Landsat data is that they have a fairly long return period. Besides, from March to 
May (spring), in the temperate zones, such as where Marosvásárhely is located, 
clouds are more frequent in the scenes. Therefore, the effective temporal 
resolution (i.e., satellite images that can be used in the study period) can be greatly 
reduced. For this reason, we chose to use both MODIS LST and Landsat LST data 
to compare land surface temperature results. We have seen that the overall 
comparison results between 2020 and the long average of the years 2000–2019 of 
MODIS are corroborated with the results of Landsat and, knowing this, we have 
used the data of Landsat for the most in-depth analyses (hotspot-coldspot change 
detection analysis). 

The Landsat data used are presented in Table 1. In the case of Landsat data, 
the reference date is a scene from the emergency period, which is April 8, 2020. 
Other satellite scenes have been searched in the previous years in the month of 
April with a maximum difference of 6 days to reduce the effect of the natural 
cycle of LST. 

Landsat’s NIR and RED bands have been downloaded from the Collection 2 
Level 2 database, where the atmospheric effects on products are corrected. This 
step is crucial, because if the surface emissivity is calculated from the normalized 
vegetation index, on NIR and RED bands must be corrected atmospheric effects 
(Dissanayake et al., 2019a, 2019b; Ranagalage et al., 2018; Sekertekin and 
Bonafoni, 2020). 

 

Table 1. Landsat data used 

Landsat Date  Difference from reference 
L8 April 8, 2020 reference 
L7 April 11, 2018 3 days 
L7 April 5, 2016 3 days 
L8 April 11, 2015 3 days 
L8 April 8, 2014 0 days 
L7 April 10, 2012 2 days 
L5 April 13, 2010 5 days 
L7 April 13, 2007 5 days 
L7 April 7, 2005 1 day 
L7 April 4, 2004 4 days 
L7 April 2, 2003 6 days 
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TIR bands have been downloaded from Level 1 products, because in this 
study, LST was calculated with the radiative transfer equation (RTE), and this 
equation requires that the TIR band must be in digital numbers (DN) (0-255). 
Vector data referring to the boundaries of different urban area categories and 
administrative boundaries are derived from the Urban Atlas data of the 
Copernicus Programme. Data processing and obtaining the results were carried 
out with open source softwares Google Earth Engine and QGIS. 

3. Techniques and methodology 

There are different methods and algorithms for extracting LST from the TIR band 
(Jiménez-Muñoz et al., 2014; Sattari and Hashim, 2014; Mohamadi et al., 2019; 
Hulley et al., 2019; Dousset et al., 2019; Weng, 2019; Vlassova et al., 2014; 
Soleimani Vosta Kolaei and Akhoondzadeh, 2018). This procedure is based on the 
inversion of the Planck’s law and the brightness temperature obtained from the 
atmospheric radiance from the TIR band sensor (Mathew et al., 2016). 

The surface emissivity is also calculated, then these parameters along with 
the calibration coefficients are entered into an equation that calculates the LST 
estimation values. Other atmospheric corrections are also generally applied. The 
radiative transfer equation (RTE) has been used in this study to obtain the LST 
values (Mallick et al., 2012; Yu et al., 2014; Wang and Upreti, 2019; Sobrino et 
al., 2004; Sobrino and Romaguera, 2004). The reference period of the study is 
March 16 – May 14. This period is analyzed in 2020 and in the previous years too 
(2000–2019). The reference period of 2020 has been chosen for all previous years 
to 2020 according to the health emergency period in 2020. This type of research 
should compare not only the LST variation before and after anti-COVID measures 
have been applied but also the LST in previous years in the same period of the 
year, thus avoiding the influence of regular changes of seasons of the year. The 
techniques and methodology of the study are detailed below. 

3.1. LST extraction from MODIS data 

MODIS11A2 and MODIS11A1 LST data were created based on a generalized 
split-window algorithm under cloud-free conditions (Wan, 2013; Duan et al., 
2019). The digital number (DN) values of MOD11A2 and MOD11A1 were 
calibrated to LST values in Kelvin scale by multiplying the DN with 0.02. From 
the obtained results, 273.15 were subtracted, thus the LST values in degrees 
Celsius were finally obtained. This whole process was done in Google Earth 
Engine using lines of JavaScript code. 

The monthly temperature anomaly was calculated with MOD11A2 data with 
the following equation (Ceccato et al., 2017): 
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 , (1) 
 

where r'ij is the monthly anomaly, rij is the original monthly value, and the rest 
of the equation is the calculation of the monthly climatology, which is subtracted 
from the original monthly values. 

According to Ceccato et al. (2017), in climatology, anomaly means the 
difference between the value of a quantity and its mean climatological value. A 
monthly anomaly is a difference between the original monthly value of an amount 
in a given month and the monthly climatological value for that month of the year. 

3.2. LST extraction from Landsat data 

The authors have developed an automated processing model in QGIS Graphical 
Modeller for calculating the LST with Landsat satellite images. For Landsat 8, 7, 
and 5 products, three different models have been built, respectively. The 
difference between these models is that for Landsat 7 satellite images, a correction 
process of the gaps produced by the sensor's technique issue has been 
implemented in the model process, while for the other Landsat scene products, 
this step is not required (nor for Landsat 7 products before June 2003). In all 
models, cloud pixels have been excluded by identifying clouds with the BQA 
band of Level 1 by applying threshold values. 

3.2.1.  Vegetation indices and emissivity 

The problem with estimating the Earth’s surface temperature with satellite data 
are the effects appear due to atmospheric absorption and surface emissivity. For 
the emissivity calculation, we have used the model presented by Valor and 
Caselles (1996). NIR and RED bands have been used which are atmospherically 
corrected (Level 2). NDVI has been calculated as follows (Sellers, 1985): 

 
  .  (2) 
 
Based on the NDVI index, the vegetation proportion index (Pv) has been 

calculated. This calculation is necessary to isolate the thermal emissivity of the 
vegetation. These values (max and min NDVI) are taken as reference values 
(Valor and Caselles, 1996): 

 

  . (3) 
 
This result is the basis for the calculation of emissivity. A typical value for 

vegetation in thermal infrared is 0.99. However, choosing a typical emissivity 
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value for another type of soil is more complicated. We have taken the proposed 
value from 49 samples as reference from the Aster spectral library. In this case, 
the mean value is 0.986 with a standard deviation of 0.004: 

 
   (4) 

3.2.2. DN conversion to radiance 

Landsat 7 and 5 data were converted to radiance using the spectral radiance scale 
method: 
 
  , (5) 

 
while Landsat 8 data were converted to radiance using the gain and bias method: 

 
  , (6) 

 
where 
 
 ,  (7) 
 
  .  (8) 
 
In Eqs. (5–8), L  is the spectral radiance in the sensor (satellite radiance), ML is 
the band-specific reset multiplicative factor from the metadata 
(RADIANCE_MULT_BAND_x, where x is the band number), AL is the band-
specific reset additive factor from the metadata (RADIANCE_MULT_BAND_x, 
where x is the band number), Qcal is the discretized and calibrated pixel values 
of the standard product (DN digital values), LMAX  is the maximum spectral 
radiance corresponding to the band Qcalx, LMIN  is the minimum spectral 
radiance corresponding to the band Qcalx, Qcalmax is the maximum pixel value 
depending on the radiometric resolution, Qcalmin is the minimum pixel value. 

The problem with the transformation of radiance to land surface temperature 
is that dispersion and atmospheric transmission (effects produced by albedo and 
water vapor) alter values and give temperature values that do not correspond to 
the ground. For correcting these effects, a corrected radiative transfer equation has 
been used by applying it to the radiance obtained with the above equations (Coll 
et al., 2010): 

 
  , (9) 
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where Lsen is the radiance measured by the sensor (W/m-2/sr-1/ m-1),  is the 
emissivity of the surface, B is the parameter derived from the Planck’s law 
calculated from the surface temperature calculation equation (°K), L  is the 
descending atmospheric radiance (W/m-2/sr-1/ m-1),  is the atmospheric 
transmissivity, and L  is the ascending atmospheric radiance (W/m-2/sr-1/ m-1). 

Parameters atmospheric transmissivity and ascending and descending 
radiance are not present in the metadata of satellite products. These parameters 
were obtained with the Atmospheric Correction Parameter Calculator tool 
available online (Barsi et al., 2003). In the calculator data on temperature, altitude, 
atmospheric pressure, and relative humidity can be introduced. These data were 
acquired from the National Climatic Data Center of NOAA, specifically from the 
Vidras u (Vidrátszeg) weather station (15 km from Marosvásárhely). With this 
equation, the corrected soil radiance has been obtained, a radiance in which 
atmospheric effects have been limited. 

3.2.3. Obtaining LST from radiance 

Thermal infrared bands are transformed into brightness temperature values by the 
Planck’s law inversion equation (Riaño et al., 2000; Chander et al., 2009): 
 
  , (10) 

 
where K1 (in W/m-2/sr-1/ m-1) and K2 (in degrees K) are the calibration constants 
according to the Landsat thermal band configuration, and L is the spectral radiance 
(W/m-2/sr-1/ m-1) calculated previously. 

Therefore, the surface temperature (LST) is obtained with the following 
equation (Avdan and Jovanovska Kaplan, 2016): 

 
  , (11) 

 

where BT is the brightness temperature,  is the wavelength of the radiance emitted 
in each band.  = h*c/  = 14380 mK,  is the Boltzmann constant (1.38*10-23 J/K), 
h is the Planck constant (6.26*10-34 Js), and c is the speed of light (2.998*108 m/s). 
 is the emissivity of the surface. 

From this result 273.15 is subtracted to obtain the LST values in degrees 
Celsius. 

3.3. Comparison of results 

An average of the previous years to 2020 was calculated with the LST results of 
MODIS and Landsat. This result is a mean raster that was compared with the LST 
raster of 2020. 
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3.3.1. Dependent t-test for samples 

To determine if the LST difference between the mean of 2000–2019 and 2020 
whether or not is statistically significant, a t-test of two dependent samples has 
been performed. The t-test of dependent samples has been chosen because we are 
measuring the same territory before and after an intervention, that is, the 
application of anti-COVID measures. Therefore, the factors that make the 
difference are the time and anti-COVID measures. The t-test was carried out in  
7 steps. (1) Definition of the null hypothesis and alternative hypothesis: H0; 

before = after, H1; before  after. (2) Alpha statement:  = 0.05. (3) 
Calculation of the degree of freedom: df = N-1. (4) Statement of the order of 
decision, based on the Student’s t distribution t-test table. (5) Calculation of the 
statistical value of t. (6) Declaration of results. (7) Statement of conclusion. The 
t-statistic equation is as follows (Brown and Melamed, 2012): 
 
  , (12) 

 
where 
 
  , (13) 
 

  , (14) 

 
where t is the dependent test statistic,  is the mean difference,  is the standard 
deviation of the difference and n is the sample size. 

The two samples were obtained with the help of Raster Pixels to Points QGIS 
tool. Then the attribute tables were moved to Excel. 

Another paired samples t-test was performed using SPSS for the areas where 
LST decrease was identified. A mean comparison was made to find out if 
statistically there is a difference between the mean LST of the areas identified 
with LST decrease in the lockdown period of 2020 and the mean LST before 2020 
(individual available LST data between 2003–2018) in the same period (March 16 
-May 14). 

3.4. Hotspot-coldspot analysis with Getis-Ord Gi* statistic 

The hotspot-coldspot analysis with Getis-Ord Gi* statistic was performed to 
identify and describe the phenomenon of clustering in the study area of the high 
(hotspot) and low (coldspot) LST values (Tran et al., 2017; Ord and Getis, 1995). 
A single high or low LST value cannot be considered as a cluster. To be 
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considered as a hotspot or coldspot, a high or low value has to be surrounded by 
other high or low values. The result of the Getis-Ord Gi* statistic is a z-score. The 
z-score shows the intensity of clustering; a positive high z-score shows that high 
values are forming clusters (a hotspot), while a negative high z-score shows that 
low values are forming clusters (a coldspot). Thus, with the Getis-Ord Gi* 
statistic, we can better understand the dimensional and spatial changes of LST 
within the study area. This study has focused especially on the significant change 
in coldspots. The difference between the average LST of the previous years and 
2020 LST shows specific areas in which the temperature has decreased in 2020 
concerning to the past. Coldspots with more than 95% confidence level were taken 
into account. The Getis-Ord Gi* statistic is presented in detail on the ESRI website 
(ESRI, 2016). In this study, the calculation of Getis-Ord Gi* was done with the 
QGIS Hotspot Analysis plugin. The hotspot-coldspot analysis was carried out in 
4 steps: (1) extracting pixel values to points, (2) creating a vector grid layer, (3) 
counting pixels in polygons with the weight field of the LST value, (4) execution 
of the hotspot-coldspot local Getis-Ord Gi* analysis. 

Other authors have studied LST in urban areas using different urban impact 
indices such as UTFI (Urban Thermal Field Variance Index) or EEI (Ecological 
Evaluation Indices) (Guha et al., 2017, 2018; Grover and Singh, 2015; Jiménez-
Muñoz et al., 2010). 

The average LST values in urban areas were calculated using the QGIS 
Raster Layer Zonal Statistics tool. 

4. Results and discussion 

Owing to anthropogenic practices such as land-use change, urban expansion, 
urban population growth, LST is likely to increase in urban areas (Singh et al., 
2017; Walawender et al., 2014; Zhan et al., 2015). However, recent studies have 
shown that LST can be changed abruptly in urban areas despite urban expansion 
and population growth; it can decrease with the implementation of measures of 
suppression of the urban anthropogenic heat, for example the measures of anti-
COVID lockdown. This indicates that there is a significant influence of 
anthropogenic activities on LST regulation (Li et al., 2014; Lau et al., 2020). 

Land cover categories can also be distinguished based on their behavior to 
temperature changes. As they can hold water for the evaporative cooling process, 
forests and water bodies appear to have comparatively lower LST than urban 
areas. These land covers (forests and water bodies) increase the flow of latent heat 
and prevent the transfer of sensitive heat. Dry urban areas, by comparison, 
magnify responsive heat transfer and impede latent heat flow (Shahmohamadi et 
al., 2011). Due to their ability to control heat, water bodies tend to have steady 
temperatures by using the convection mechanism in all segments of the water 
body (Jensen, 2014). Shahmohamadi et al. (2011) explain that built-up areas tend 
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to have higher temperatures than their natural environment around them; this is 
attributable to land use characteristics and anthropogenic activities. 

Built-up areas are consisting of impermeable surfaces and objects, which 
may lead to an increase in LST due to the lower amount of moisture available to 
evaporate, according to Gartland (2012) (see more: Matthews, 2012). Moreover, 
dark materials restrict incoming short-wave radiation from the Sun within the 
urban area, and at the same time, buildings can almost completely reduce wind 
speed. As a consequence, a low wind speed appears to decrease evaporative 
cooling (Lee, 1984). In addition, some authors add that during winter and by the 
presence of atmospheric pollutants, the impact of anthropogenic activities 
emitting heat may become more relevant (Nagy et al., 2020; Offerle et al., 2006). 

We can conclude from previous studies that relatively higher temperatures 
in urban areas are influenced not only by the land cover but also by human 
activities. 

4.1. Paired sample t-test result 

The Dependent t-test with two dependent samples (Landsat LST 2020 and 
Landsat LST 2003 – 2018) showed that our H1 hypothesis is true ( before  

after), that is, the time and/or anti-COVID measures taken in 2020 have a 
statistically significant effect on the change in LST, t = -432.7, critical value = 
1.96, p < 0.05. 

4.2. Comparison of the average LST in the lockdown period (March 16 –May 14) 
of 2020 with the average for the years 2000–2019 in the same period 

The average LST for the period March 16–May 14, 2020, which corresponds to 
the confinement period, has been compared with the average for the years 2000–
2019 for the same period. In Fig. 2, which presents the MODIS data, we can see 
that during 2000 and 2019, high values of LST are found in urban areas. The 
situation in 2020 seems to follow the same trend. The difference map highlights 
the areas that show the positive and negative change. The urban environment, 
which stands out in the descent of the LST is the Tudor (Sásvári) district, a 
neighborhood characterized by the density of tall buildings and few vegetation. 
This neighborhood is the most crowded in the city with a significant impact on 
traffic and population density. For this reason, it has the greatest descent change 
(negative change) of LST. 

Because Landsat has a higher spatial resolution, we can see in more detail 
the areas with high and low temperatures and the areas that have changed (Fig. 3).  

Landsat results corroborate the MODIS results: the distribution of high and 
low values is different in 2020 than the long average of data existing between 
2003–2018.  
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Fig. 2. MODIS LST (a) between 2000–2019, (b) in 2020, and (c) the difference between 
them. 
 
 

 
Fig. 3. Landsat LST (a) between 2003–2018, (b) in 2020, and (c) the difference between 
them. 
 
 
Although we have higher values in 2020 in urban areas, their concentration 

has been reduced in some areas. However, in 2020 we can still observe existing 
heat islands (e.g., areas of the Azomure  industrial estate). The Tudor district also 
stands out in the difference raster. 

Both MODIS and Landsat data show an increase in LST, in general in built-
up areas. The trends in LST described below are also including the study period in 
2020. The average value observed in 2000–2019 for MODIS and in 2003–2018 for 
Landsat images, respectively, has been subtracted from the value observed in 2020. 
MODIS shows an increase of +0.78 °C (average for the years 2000–2019: 23.3 °C 
and average of 2020: 24.1 °C), while Landsat shows an increase of +2.36 °C 
(average for the years 2003-2018: 24.7 °C and average of 2020: 27.0 °C).  

The range of the maximum and minimum values is also different between 
MODIS and Landsat (MODIS: 0.79 °C, Landsat: -2.97 °C). We have a negative 
difference range in the case of Landsat (2003-2019 average range and 2020 
range), because the range between the minimum and maximum values in the year 
2020 was almost 3 °C lower (17.1 °C) than during the years 2003–2018 (20.0 °C). 
In the case of MODIS, this average range difference between 2000–2019 and 
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2020 range is not even 1 ° Celsius (the average range 2000–2019 is 4.0 °C and 
the 2020 range is 4.8 °C) and, on the contrary, here we have a larger range in 2020 
(4.8 °C) than during 2000-2019 (4.0 °C), which gives a positive range difference. 
Thus, Landsat shows a much higher range than MODIS; that is, the minimum and 
maximum values are quite different between 2003–2018 and 2020. This is 
reflected in the standard deviations as well (MODIS LST 2020:  = 1.04, MODIS 
LST 2000– 2019:  = 0.92, Landsat 2020:  = 1.71, Landsat 2003–2018:  = 
1.62). The difference in standard deviations between MODIS and Landsat shows 
that MODIS  = 0.12, Landsat  = 0.08. These differences between MODIS and 
Landsat are relevant to the LST trend, because they show how spatial resolution 
and acquisition methods of satellite images can influence the LST values 
obtained. Due to its higher spatial resolution, Landsat can better detect objects 
with higher or lower LST emissions. 

Differences between MODIS and Landsat are due to the different spatial 
resolution of the two sensors (Landsat LST offers more details about the territory and 
the objects) and the different modes of capturing the TIR and obtaining the LST. 

Fig. 4 shows the trend of LST between the years 2000–2020 with MODIS 
data in the built-up area. A downward trend can be observed between 2000–2005, 
however, after 2005, this becomes an upward trend of LST. 

 
 

 
Fig. 4. MODIS mean LST evolution in the general built-up land cover (time period: March 
16–May 14). 
 
 
The timeseries analysis also indicates an increase of +0.72 °C in the case of 

MODIS data. However, if we take only the last three years (2019, 2018, 2017), 
we are talking about a decrease of -1 °C in urban areas. This points out that to 
have a broad and detailed view of how much and how LST has changed with the 
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implementation of anti-COVID measures, it is not enough to take into 
consideration only the last few pairs of years, as some studies have done so far 
(Maithani et al., 2020). At the global level, climate change also affects large and 
medium-sized cities, so more years should be taken when comparing with the 
2020 situation. Time-series analysis shows that LST in urban areas tends to 
increase since 2000, although in the case of Marosvásárhely, there has been no 
significant urban expansion since 2000. 

The increase in temperature in the urban area is due to climate change that 
causes even warmer cities. If we analyze the LST data of Landsat (only the data 
that we have), we see that we have an increase of +2.5 °C in the built areas in 
general.  The evolution of the average LST in the built-up area with Landsat data 
shows two peaks throughout the images available between 2003–2020 in the 
month of April: in 2007 (27.3 °C) and 2018 (32.6 °C) (Fig. 5). An upward LST 
trend is also observed. 

 
 

 
Fig. 5. Landsat mean LST evolution in the general built-up (urban) land cover over 
available Landsat images. 
 
 
The difference between the trend detailed above first and the trend of 

timeseries analysis is that the former was calculated by adding the LST raster 
layers of the years prior to 2020 and dividing by the total number of years (20); 
thus comparing the resulting average raster layer of the years 2000–2019 with the 
raster layer of 2020 using the zonal statistics method for the urban area. The 
second trend analysis was also calculated with the zonal statistics method. 
However, this time we calculated the average value of LST for each year 
separately in the urban area. These observations were placed in a table, thus 
achieving the graphical representation of the trend (Figs. 4 and 5). 
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4.3. LST anomaly analysis 

Similarly to the LST temperature calculation, the LST anomaly with MODIS data 
was calculated for the study period between March 16 and May 14 for the years 
2000–2020. These LST anomaly results for the different years are raster layers 
representing the LST anomaly within March 16 – May 14 in 2000–2020. For the 
years 2000–2019, an average resulting in a single LST anomaly average raster has 
been calculated. The 2020 anomaly is not included in this average, because the 
mean raster of 2000–2019 is subtracted from the 2020 raster, thus obtaining the 
LST anomaly difference. 

We calculated the monthly anomaly as the difference between the monthly 
climatology minus the average of months within the study period, i.e., March-
May. Then the rasters between 2000–2019 are added, and a long average 
comparing with the 2020 raster is calculated. 

Fig. 7 represents the average monthly LST anomaly in the period March 16 
- May 19, 2000–2019 and in 2020. It can be observed that in 2020, the 
concentration of high values of positive thermal anomaly is still present in urban 
areas. This also shows that the spatial distribution of high and low values is 
different in 2020 than in previous years. 

The LST anomaly trend in the built-up area reached the minimum point in 2005, 
when the average anomaly in the built-up was the most lower (+0.2 °C). After 2005 
the variation persists, however, an upward trend is observed over time, touching the 
maximum value observed during 2000–2020 in 2018 (+6.4 °C) (Fig. 6). 

 
 

 
Fig. 6. MODIS mean LST anomaly in the general built-up (urban) land cover (time period: 
March 16–May 14). 
 
 
The timeseries analysis of the anomaly shows an increase of positive LST 

anomaly of +1 °C by 2020 for the long average of the years 2000–2019. The anomaly 
trend analysis does not include the year 2020, because the average of 2000–2019 has 
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compared with the average anomaly observed in 2020. Again, if we look only at the 
last three years, it shows an anomaly decrease of -0.6 °C (Fig. 6).  

 
 

 
Fig. 7. LST anomaly (a) between 2000–2019, (b) in 2020, and (c) the difference between them.  

 

4.4. . Change in the categories of built-up areas 

Urban categories correspond to the land cover classification of the Urban Atlas 
(Copernicus Programme, Copernicus Land Monitoring Service) (Fig. 8). This 
methodology classifies urban areas into different categories according to 
characteristics and land use. 
 
 

 
Fig. 8. Landsat LST in different land cover categories. Comparison between the mean LST 
of available images and 2020 (time period: March 16–May 14). 
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The LST analysis of urban area categories also shows an increase of LST in 
2020 for all urban categories compared to the average of previous years. 

The urban type that experienced the greatest increase is the "Discontinuous 
medium density urban fabric (S.L.: 30–50%)" (+3.1 °C). Other categories are 
similar in terms of the increase in temperature (about +2.4 °C). 

Based on the land use data from the Urban Atlas, it is also purposeful to see 
what differences exist between the different land categories present in the functional 
urban area (FUA) of Târgu Mure  concerning the average before 2020 and the 
situation in 2020 (Fig. 8). The largest increase in LST occurs in the categories 
"Water" (+5.2 °C) and "Wetlands" (+4.3 °C). This change also refers to the fact that 
thermal anomaly persists more in water bodies. The reclassification of all these land-
use types into four representative categories of the territory (“Built-up (Urban)”, 
“Vegetation”, “Water”, “Bare soil”) also shows that water bodies are more likely to 
register a positive change, an LST increase (+5.1 °C) (Fig. 9). On the contrary, the 
smallest increment in LST is recorded in the category "Bare soil" (+2.1 °C) which 
land type is more likely to catch and lose temperature more quickly due to the lack 
of vegetation. The "Built-up (Urban)" category also behaves similarly (+2.4 °C) 
because of the nature of the building and street materials (Fig. 9). 

 
 

 
Fig. 9. Landsat LST in reclassified land cover categories. Comparison between the mean 
LST of available images and 2020 (time period: March 16 - May 14). 
 

4.5. Coldspot analysis and areas with LST drop 

Despite the general increase of LST in the built-up areas, with the hotspot-
coldspot analysis of Getis-Ord Gi* is possible to identify areas with a decrease in 
LST in 2020 concerning the average of the previous years (Fig. 11(a)).  

Looking at these coldspots on a Google Satellite Hybrid map, it was 
observed that they largely correspond to factory areas, public transport centers, 
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shopping malls, and industrial polygons (Fig. 11). The Mure eni (Meggyesfalvi)–
Ora ul de Jos (Bega) and Tudor (Sásvári) dictricts stand out in the number of 
cases. These districts are located on a west-east axis, which is the direction of the 
western winds. The Azomure  industrial area of national interest is located in the 
western part of the city. It can have an impact on the fact that these districts have 
significant temperature drops. On the other hand, open fields and the river Mure  
show significant hotspots in terms of the difference between 2020 and the long 
average of the previous years. 

In the case of the River Mure , this is due to climate change. It has to be 
connected to the sensitivity of rivers to climate change (Nijssen et al., 2001) 
because if a positive temperature anomaly persists in a river basin, waterbodies 
can store heat for longer. Other parts can also experience climate change. 
However, the temporal variability of the LST due to weather conditions increases, 
because bodies on the Earth’s surface get warmer and cooler faster, and most of 
them are not able to store heat any longer like waterbodies. 
If we focus on the map presented in Fig. 10(b) showing hot and cold spots in 2020, 
we can see that there are few clusters (hole phenomenon) within the city compared 
to 2013-2018 (Fig. 10(a)). The Azomure  chemical industrial area and other areas 
related to the industry also operated between March 16 –May 14, 2020, and these 
hotspots remained unchanged in 2020. Fig. 11(a) shows the difference between 
the LST raster of 2020 and the LST raster of 2003–2018. 
 
 

 
Fig. 10. Significant LST hotspots and coldspots (a) between 2003–2018 and (b) in 2020. 

 
 

The total area of the built-up (urban) area is 33.84 km2. The size of the area 
that has experienced a decrease in surface temperature is 0.24 km2, which is 
equivalent to only 1% of the total built-up area; these are mostly areas of factories, 
industrial polygons, shopping centers, and public transport centers (Table 2). 
However, if we take the entire area of the significant coldspot change (confidence 
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level of 99%) within the built-up area (Fig. 11(b)), this percentage is 11% 
(3.71 km2) of the total built-up area. The fifth column of Table 2 indicates the 
minimum LST temperature of the area of that coldspot. The average of the 
minimum values of these 46 cases is -0.61 °C. However, there are cases with LST 
loss below -1 °C. In the first column (N), the number marked with the upper index 
** represents cases with LST decrease below -2 °C. The number marked with the 
upper index *, on the other hand, indicates cases with an LST drop below -1 °C. 
 
 

 
Fig. 11. (a) LST change hotspots and coldspots, (b) significant coldspots within the built-
up areas (see Table 2), and (c) relative frequency of land cover types within the changing 
coldspots (confidence level of 99%) in the urban area. 
 

 
 
The relative frequency of land cover types within significant coldspots 

(confidence level 99%) in the built area shows that 41.1% of the total area of cold 
spots corresponds to the category "Continuous urban fabric (S.L. > 80%)" 
(Fig. 11(c)). Another 25.7% of the coldspot areas corresponds to the category 
"Industrial, commercial, public, military and private units" and, also, 11.8% 
belong to the "Discontinuous dense urban fabric (S.L. 50%–80%)" category. 
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Table 2. Decreased areas in LST; category type, name of location, and the minimum LST 
value of decrease. The number marked in the first column (N) with the upper index * 
indicates cases with LST decrease below -1 °C, while ** indicates the cases with an LST 
drop below -2 °C (Fig. 11) 

N Type District Constituent building name Min LST 
decrease (°C) 

1** Industrial, 
Commercial 

Tudor (Sásvári)  SC Sumel Ma ini de Calcul SA; ROTECOM 
S.R.L.; Meesenburg România - sediul central; 
Coralia Com Srl Depozit Tg. Mures; SELDOR 
S.R.L; Sameday Curier Târgu Mure  

-2.58 

2 Commercial, 
Industrial, 
Service 

Tudor (Sásvári) U-Rent - Închirieri Remorci; X-Tend MOB; 
ITP Nova Service; SC PARTNER ALU 
PLAST SRL; Gold Gym Fitness & Aerobics 

-0.69 

3 Services Tudor (Sásvári) ELIT; Merkúr -0.00021 
4 Residential Tudor (Sásvári) Houses -0.22 
5 Commercial Tudor (Sásvári) Ropharma -0.26 
6 Residential Tudor (Sásvári) Mansions -0.37 
7 Services, 

Commercial 
Tudor (Sásvári) Auchan -0.44 

8 Industrial, 
Services 

Tudor (Sásvári) Euro Gas Systems: Vessels & CNC; 
CarXpert Mures | Service Auto & Tract ri 

-0.34 

9 Services, 
Commercial 

Tudor (Sásvári) Area of Profi Moldovei -0.03 

10 Transportation 
Services 

Tudor (Sásvári) MOL gas station; Crossroad Bulevardul 
Pandurilor - Strada Secerei 

-0.10 

11* Industrial, 
Transportation 

Ora ul de Jos (Bega) Industrial area of Ora ul de Jos quarter: TMF 
Manufacturing Solutions SRL; Roseco SRL; 
Novoparts SRL; PLASTERM S.A.; Siletina 
SC Transport Local SA; Autogara Voiajor 
Marosvásárhely; Surtec; Bioeel; 
FrieslandCampina 

-1.33 

12 Residential Ora ul de Jos (Bega) Strada F g ra ului -0.0001 
13 Commercial, 

Transportation 
Ora ul de Jos (Bega) Near the CFR locomotive depot -0.10 

14 Commercial Mure eni 
(Meggyesfalvi) 

Commercial Area: Natürlich - mobilier und 
decoratiuni, Tg.Mures; Melinda Instal; SC 
Vargas Seminee SRL; Total Sport 
Distribution SRL; Kober SRL - Mure  

-0.82 

15 Industrial, 
Commercial 

Mure eni 
(Meggyesfalvi) 

Industrial Area: Mobex polygon area; 
Panservice; Urgent Cargus 

-0.90 

16 Services Mure eni 
(Meggyesfalvi) 

Recreation Area: Hotel Imperial Inn; 
Imperial Spa. Service Area: Turbo Logic; 
TEKAROM SRL; Professional Recycle 

-0.98 

17 Commercial, 
Services 

Mure eni 
(Meggyesfalvi) 

Metro -0.25 

18 Industrial Mure eni 
(Meggyesfalvi) -

Azomure  

Azomure  -0.45 

19* Services: Water 
treatment plant 

Criste ti 
(Maroskeresztúr) 

Aquaserv -1.84 

20 Services, 
Commercial 

Criste ti 
(Maroskeresztúr) 

Leco AGRO; SC VERAL COM SRL -0.16 

21 Services Centru (F tér) Multipurpose Hall (Sala Polivalent ) -0.05 
22* Industrial Centru (F tér) Electromure  S.A. -1.75 
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Table 2. Continued 

N Type District Constituent building name Min LST 
decrease (°C) 

23 Services Aleea Carpa i  
(Kárpátok-sétány) 

Area near Pensiunea Mure ul -0.32 

24 Residential Aleea Carpa i  
(Kárpátok-sétány) 

“Area of the apartment” -0.02 

25 Industrial 22 Decembrie 
(Fels város)  

Furniture Mobex factory area -0.72 

26 Services 22 Decembrie 
(Fels város) 

Area of Emergency County Hospital 
Marosvásárhely 

-0.55 

27* Residential Sângeorgiu de Mure  New houses - Strada Pet fi Sándor utca -1.17 
28 Residential Sângeorgiu de Mure  Houses - Strada Mihai Eminescu utca -0.14 
29 Commercial 22 Decembrie 

(Fels város) 
Nakita Prod Comimpex S.R.L.; Accesorii 
Ancorare Marf  

-0.08 

30 Industrial Sângeorgiu de Mure  
(Marosszentgyörgy) 

Manufacture complex - Strada Sudului -0.80 

31 Industrial, 
Commercial 

 Sângeorgiu de 
Mure  

(Marosszentgyörgy) 

Buildings -0.15 

32* Industrial, 
Services 

Sângeorgiu de Mure  
(Marosszentgyörgy) 

SC Gastrometal SRL; AD GARAGE 
GOLDFIT SERVICE; A.C.R Sângeorgiu de 
Mure  

-1.27 

33 Services Sângeorgiu de Mure  
(Marosszentgyörgy) 

TinyHome - Închirieri autorulote -0.30 

34 Residential Sângeorgiu de Mure  
(Marosszentgyörgy) 

Houses -0.17 

35 Residential Sângeorgiu de Mure  
(Marosszentgyörgy) 

Houses -0.63 

36 Transportation, 
Industrial 

Podeni (Hídvég) Hídvég Crossroad; Romcab S.A. -0.20 

37 Residential Podeni (Hídvég) Houses -0.31 
38* Industrial Unirii (Egyesülés) Strada Apaductului -1.05 
39** Industrial Unirii (Egyesülés) Foto -2.80 
40 Residential Unirii (Egyesülés) Houses -0.09 
41 Residential Unirii (Egyesülés) Unirii Park Residence -0.17 
42* Industrial Unirii (Egyesülés) AUNDE C&S AUTOMOTIVE S.R.L. -1.16 
43 Transportation Sâncraiu de Mure  

(Marosszentkirály) 
Road -0.10 

44 Commercial Libert ii (Szabadság) S.C. ADIMAG COMIMPEX S.R.L. -0.08 
45 Commercial Unirii (Egyesülés) Palas com -0.25 
46* Residential Sângeorgiu de Mure  

(Marosszentgyörgy)  
Houses -1.78 

4.6. Paired sample t-test for areas identified with LST decrease 

To be able to affirm that the decrease of the LST in these 46 cases can be explained 
with the application of the anti-COVID measures, it is examined statistically 
whether there is a difference between the mean LST of the areas identified with 
LST decrease in the lockdown period of 2020 and the mean LST before 2020 (i.e., 
2003–2018) in the same period (March 16 –May 14) (Table 3). For this purpose, 
we use the available Landsat data. 
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The null hypothesis (H0) is that the mean of the before LST is equal to the 
mean of the after LST measurement ( before = after). In other words, there is no 
difference between LST measured before 2020 with no anti-COVID measures 
applied, and LST measured in 2020 with anti-COVID measures applied. 

The alternative hypothesis (H1) is that the mean of the before LST is not equal 
to the mean of the after LST measurement ( before  after). In other words, there 
is a difference between LST before 2020 with no anti-COVID measures applied, 
and LST in 2020 with anti-COVID measures applied. 

We test this with an alpha value equal to 0.05, which is equal to 95% 
confidence level. 

In the 46 cases, the mean LST of 2020 was compared with the mean LST of 
previous years. The comparative results of the averages show that in all pairs, the 
t statistical value is less or greater than the critical value (2.000), which 
corresponds to the degree of freedom (45). Likewise, the p-value in all pairs is 
less than 0.05 (Table 3). Therefore, we can conclude that there is a statistically 
significant difference in the average LST before and after anti-COVID measures 
in the areas identified with LST decrease. 

 
 
 
Table 3. Paired samples t-test comparing the average difference of Landsat 2020 mean LST 
and previous years mean LST in the areas identified with LST decrease. Column t shows 
the t-test values, df is the degree of freedom, and Sig. (2-tailed) shows the significance of 
p value for each pair (this test is done with an  = 0.05) 

Paired samples t-test 

Landsat 
mean LST 

Paired differences 

t df 

Sig. 
(2-

tailed) Mean 
Std. 

deviation 

Std. 
error 
mean 

95% confidence 
interval of the 

difference 
Lower Upper 

Pair 1 2020 - 2018  -8.38965 2.35986 0.34794 -9.09045 -7.68886 -24.112 45 0.000 

Pair 2 2020 - 2016  -1.13292 2.37514 0.35019 -1.83824 -0.42759 -3.235 45 0.002 

Pair 3 2020 - 2015  -3.24816 1.99564 0.29424 -3.84079 -2.65553 -11.039 45 0.000 

Pair 4 2020 - 2014  1.30848 1.21359 0.17893 0.94809 1.66887 7.313 45 0.000 

Pair 5 2020 - 2012  4.56721 1.64654 0.24277 4.07825 5.05617 18.813 45 0.000 

Pair 6 2020 - 2010  3.53593 1.29481 0.19091 3.15142 3.92045 18.521 45 0.000 

Pair 7 2020 - 2007  -3.93599 1.28956 0.19013 -4.31894 -3.55304 -20.701 45 0.000 

Pair 8 2020 - 2005  -2.46037 1.94611 0.28694 -3.03830 -1.88245 -8.575 45 0.000 

Pair 9 2020 - 2004  1.81966 1.83836 0.27105 1.27374 2.36559 6.713 45 0.000 

Pair 10 2020 - 2003  4.68105 1.87976 0.27716 4.12283 5.23927 16.890 45 0.000 

Pair 11 2020 - 
Mean years 
2003-2018  

-0.32548 0.30425 0.04486 -0.41583 -0.23512 -7.255 45 0.000 
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5. Conclusions 

In Marosvásárhely city, the land surface temperature (LST), despite the anti-
COVID measures applied between March 16 -May 14 corresponding to the 
lockdown period, was increased by 1–2 °C in general in urban areas compared to 
the previous years of 2000-2019. It can be explained by the insufficiency and 
weakness of the anti-COVID measures adopted. Anti-COVID measures could not 
reverse the process of increasing LST and positive LST anomaly throughout urban 
areas. 

However, anti-COVID measures have not been completely ineffective. 46 
cases of coldspots within urban areas show a decline in LST due to the 2020 health 
emergency. The vast majority of these coldspots are areas that perform economic 
and transport activity, so, logically, the anti-COVID measures have mainly 
affected these areas. 

Coldspots are interpreted as a negative LST change and not as a downward 
trend. The 46 cases of coldspots are resulted from the difference between the 2020 
raster and the average raster of 2003–2018. (These Landsat data do not include 
every year between 2000–2019, because no useful satellite image had found in 
these years just after applying the anti-COVID measures in the study period). This 
difference raster shows areas where compared to previous years, LST has 
decreased or increased in 2020. This raster layerwas used to identify statistically 
significant coldspots.  

Consequently, according to the difference between the 2003–2018 average 
and 2020, the 46 identified cases within the urban land class are specific areas that 
have transformed into coldspots. 

The percentage of the total size of the area that has shown a negative change, 
that is, it has become colder in the lockdown period of 2020 than during the same 
period of the previous years, is about 1% (0.25 km2) of the total built-up area 
(33.8 km2). However, if we take the significant coldspots of change (confidence 
level of 99%) within the built-up area as a measure, this percentage goes up to 
11% (3.71 km2). The most frequent built-up area type within the significant 
coldspots (confidence level of 99%) is the "Continuous urban fabric (S.L. > 80%)" 
(41.1%), followed by the categories "Industrial, commercial, public, military and 
private units" (25.7%), and "Discontinuous dense urban fabric (S.L. 50%–80%)" 
(11.8%), which are typically urban categories. 

Paired samples t-test performed for the areas identified with LST decrease 
shows that there is a statistically significant difference (p < 0.05) of the average 
LST between the years before 2020 and 2020, which may indicate evidence of the 
implication of anti-COVID measures to the decline of LST in these areas carrying 
out economic and transport activities. This shows that in a medium-sized city such 
as Marosvásárhely, anti-COVID measures have caused a decrease in land surface 
temperature in specific areas (Fig. 11, Tables 2 and 3). 
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The MODIS LST data are satisfactory for identifying general trends and 
patterns at global or moderate geographical scale. However, for a hotspot-
coldspot analysis of the urban heat islands, it is more appropriate to use Landsat 
satellite data. 

Limitations of the study: To show irrefutably that the anti-COVID measures 
had a significant effect on the decline of LST, more or all medium-sized cities 
would have to be analyzed at a country level or the European continental level. 
The nature and effectiveness of the measures should be taken also into account in 
each country or region. Therefore, other studies should compare more cities in the 
same administration region or the same country. 
 
Acknowledgment: The authors wish to express appreciation to the free software developers of QGIS 
and Google Earth Engine. 
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Abstract— In connection with road vehicles and their internal combustion engines, their 
effects on our environment are being dealt with more and more. Plenty of parameters could 
be listed, but human catabolism and combustion of liquid fuels probably have not been 
examined together. Carbon dioxide has the most priority as a greenhouse gas in 
environmental change and metrology, thus it is a constant topic. Oxygen consumption has 
been examined rarely or never in such a context. In this article, calculations have been 
carried out from different points of view regarding these two parameters. The results of 
total-quantity calculations show, that the oxygen demand for the combustion of fuels used 
for road transport in 2019 in Hungary is the same as the 6-year oxygen demand of the 
Hungarian population, and the amount of the carbon dioxide emitted by the combustion of 
fuel used in road transport in Hungary is the same as the amount emitted by the Hungarian 
population during 5.2 years. The results might be worth examining on a larger scale.  
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1. Introduction 

Metabolism is a medical, biochemical term refers to the flow of matter, energy, 
and information in living organisms. One of the basic processes of metabolism is 
called catabolism. During catabolism, more complex materials, i.e., food which 
can be treated as hydrocarbon fuels for humans are broken down into simpler 
materials, releasing energy. This catabolic energy is converted into work in cells 
and reserve energy, and some of it is released as thermal energy. The main 
function of catabolism is to convert high-energy compounds into low-energy 
oxidized compounds. O2 (oxygen) is needed to perform this process and CO2 
(carbon dioxide) is generated meanwhile (Hawkins and Mans, 1983). Oxygen 
enters the bloodstream through the lungs, and carbon dioxide escapes from the 
human body through the lungs as well (Askanazi et al., 1980).  

In internal combustion engines and fuel cells, metabolic processes are 
analogous to that of respiratory metabolism in a human body. Hydrocarbons are 
introduced into the engine in liquid or gaseous form. The oxygen required for 
oxidation comes from the ambient air. Oxidation of hydrocarbons releases heat that 
is utilized by the engine. In the case of theoretical and perfect combustion, CO2 and 
H2O (water) are formed. In reality, combustion is never perfect, but the volume ratio 
of pollutants generated is very small compared to CO2 (Heywood, 1988).  

There are rankings for what the number one problem is in the world today 
that will affect us in the next years, but scientists do not have the answer. It is also 
certain that everything is connected to everything. Climate change, ozone hole, 
pollution of waters, grounds, and pathogenic mutations that we are currently 
suffering from. Many attribute the reason for these to human intervention, among 
other the overpopulation and the human activity upsetting the environmental 
balance (Businessinseider, 2011; Gallup International, 2020; Ipsos, 2020). 

Anthropogenic is an adjective that refers to an effect that depends on a person 
or human activity, or an effect caused by a person or human activity (Fuge, 2013). 
Nowadays, first and foremost, impact is nothing more than pollution. Let us go 
along this line, because the motor vehicle, as such, in its full reality, is a human 
creation from the conception of a man-made source of pollution, through its life, 
to the complete cessation of being a car. We can already see that financially the 
most expensive consequence for mitigating climate change can be found in 
automotive technology, and therefore, this sector is forced to work hard. 

The anthropogenic ratio in emissions of combustion exhaust is 14–15%, 
from which 7–8% is due to the combined effect of water vapor + gases (e.g., CO2, 
CH4 (methane)). How can it affect the atmospheric warming / cooling to such an 
extent to guide the fight against carbon dioxide as a primary / most important 
aspect of energy supply, energy strategy? Global population growth of nearly fifty 
percent over the next thirsty years, which means, humanity of nine billion people 
is expected in 2050, to cause an order of magnitude greater change in the 
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hydrological cycle and in water management as climate change is expected over 
the same thirsty years (Kovács and Tompa, 2012). 

"It could easily be that we have reached a stage where facts, reason and truth 
are already helpless against propaganda." The greenhouse effect, rioting with the 
danger of global warming, the purpose of the forcible spread of so-called 
renewable energies is no different from the aspiration of the (research, business) 
lobbies interested in the issue to tap the central (state) budget (Jacobsen, 2011). 

If the combustion of hydrocarbon-fuelled internal combustion engines were 
perfect and N2 (nitrogen) was not oxidized, or hydrocarbons did not form 
particles, there would not be pollutants in the exhaust gas. However, there are 
some reasons in connection with combustion of any kinds of hydrocarbons, but 
especially with internal combustion engine why we may be in trouble (not to 
mention other pollutants such as NOx and particulate matter): 

– it removes a lot of oxygen from the air from the living being, and 
– it emits carbon dioxide and water (water vapor) causing climate change 

(although this has not yet been fully proven). 
The aim of this study is dual. Our first aim is to perform a triple comparative 

analysis by calculation, regarding vehicles with Otto-engine powered by gasoline, 
Diesel-engine with diesel, and fuel cell vehicles with fuel of hydrogen, where the 
investigated parameters are the oxygen consumption and the emission of CO2. On 
the other hand, total-quantities have been calculated and compared as far as the 
fuels’ combustion and human function regarding oxygen and carbon dioxide are 
concerned. This second aim is regarding only Hungary and its transport sector. 
Hopefully, it can make the readership curious to see how some of the rarely 
discussed metabolic processes evolve in the processes in terms of exact figures.  

2. Calculation methodology and chosen propulsions 

2.1. Theoretical combustion processes 

Theoretical combustion calculations are being carried out to quantify how many 
O2 needed for and CO2 produced during the processes. For different fuel 
compositions, these parameters vary. The three investigated kind of fuels are 
gasoline, diesel, and hydrogen. 

2.2. Development of parameters during a type approval test cycle of passenger 
cars 

For a triple comparison, three different propulsions have been chosen. The first 
subject is a Toyota-branded Yaris vehicle powered by an Otto-engine with a rated 
power output of 51 kW (Kraftfahrt Bundesamt, 2020). The second is a hydrogen-
fueled fuel cell of Toyota Mirai. The drive has a rated power of 55 kW (Kraftfahrt 
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Bundesamt, 2020). A diesel-powered Hyundai i20 in the same performance 
category would be the third one. It has a rated power of 55 kW (Kraftfahrt 
Bundesamt, 2020). Each of these cars has a fuel consumption value which is 
determined with the help of the standardized WLTC (worldwide harmonized light 
duty test cycle) cycle in every case. The make of the selected vehicles has no role 
in this study. An important consideration in the selection of vehicles was that the 
rated propulsion power should be similar to each other as much as it can be. The 
other important aspect was that the values of fuel consumption should be the result 
of testing vehicles for the same purpose. This was fulfilled, because the results 
come from the same cycle, which is WLTC, that is a part of the emission type 
approval process prescribed in the regulations used mainly in Europe or in the 
countries of the United Nations (Official Journal of the European Union, 2018; 
UNECE, 2021). The results available with each powertrain will be compared 
regarding the two investigated gaseous parameters. 

2.3. Calculation method of total quantities 

To compare the amounts of oxygen needed to burn fuels with humans’ oxygen 
demand, the following calculation method has been used. Calculations have been 
conducted for the year 2019. As for the oxygen: 

− To quantify the total oxygen demand for combusting the fuels used in the 
road transportation sector, theoretically two parameters are needed. The first 
one is the quantity of consumed fuels in Hungary in 2019 (MÁSZ, 2020), and 
the second one is the later calculated O2 factors separately for each fuel 
(Eqs.(8),(15),(21)). Simple multiplication of these parameters would be the 
calculation method to get the result.  

− For the calculation of humans’ O2 consumption, more parameters are needed. 
Firstly, the amount of oxygen consumed by a person in room conditions in 
one day is needed (ELTE, 2020). The standard density of the oxygen (at 1 
bar, 15 °C) is also necessary (Messer Hungarogáz Kft., 2021a), with which 
the daily oxygen consumption can be determined on a mass base. A value is 
generated with a measurement unit of g O2

 / (person*day). If it is multiplied 
by the number of people in the population of Hungary in 2019 (KSH, 2020), 
we will get the oxygen consumption of the population per day. To get the 
consumption per year, it will be multiplied by the number of days in a year. 

As for the carbon dioxide: 

− The total carbon dioxide emission produced by combusting the fuels used in 
the road transportation sector can be calculated theoretically with the help of 
two parameters. The first one is the quantity of consumed fuels in Hungary 
(MÁSZ, 2020), and the second one would be the later calculated CO2 factors, 
separately for each fuel (Eqs.(9),(16)). Simple multiplication of these 
parameters would be the calculation method.  
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− Similarly to the oxygen, the carbon dioxide emission of a population can 
be determined in a simplified way as follows: the CO2 emission value 
under room conditions for a person daily would be the first parameter 
(ELTE, 2020). Using a standard density of the CO2 (at 1 bar, 15 °C) 
(Messer Hungarogáz Kft., 2021b), the emission result can be got on a 
mass base with a measurement unit g CO2

 / (person*day). It will be 
multiplied by the number of people in the population (KSH, 2020), and 
the total CO2 emission value is obtained for a day which will be 
multiplied by the number of days in a year.  

The calculations have been made with simplification, and its method has 
been greatly simplified. But the aim was not to give exact numerical values, only 
to show the magnitudes and to draw attention. 

3. Calculations 

3.1. Otto-engine vehicle with gasoline 

Liquid fuels used in vehicles of road transportations are built up of hydrocarbons. 
The theoretical oxidation process of these hydrocarbons can be described as 
follows (Hartmann and Braun, 1973): 
 
  (1) 

 
where  is heat (not relevant here). 

That is, combustion of a hydrocarbon containing a given amount of carbon 
and hydrogen requires a certain amount of oxygen. The oxidation process also 
generates a certain amount of carbon dioxide, water, and heat. According to 
Mollenhauer and Tschoke (2010), commercially available gasoline consists of -
2–300 kinds of hydrocarbons. It has to be simplified, thus octane is used for our 
calculations as a surrogate for real gasoline (Heywood, 1988). With the help of 
Eq.(1) the octane’s oxidations process is the following: 

 
. (2) 

 
As Eq.(2) is based on a unit of amount of substance (mol, kmol), a transition 

of the equation is needed to get a mass base equation. Molecular weights of 
chemical elements are used like C=12 kg/kmol, H = 1 kg/kmol, O =16 kg/kmol 
for the conversation (Hartmann and Braun, 1973). The mass based chemical 
equation develops: 
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 (3) 

 
After multiplying and merging Eq.(3), Eq.(4) arises: 
 

(4) 

Two specific factors per unit mass of fuel can already be determined, from 
which the first would be the oxygen consumption. For combusting one unit of 
mass of octane, 3.51 kg of O2 is needed: 

 

  . (5) 

 
To determine the second parameter, which is the mass related CO2 emission, 

Eq.(4) is used as well. The result in terms of per unit mass of fuel is the following: 
 

  . (6) 

 
The specific fuel consumption related to distance traveled of the Otto-engine 

vehicle measured during a WLTC cycle is Bgasoline (volume) = 5.4 liters 
gasoline/100km (Kraftfahrt Bundesamt, 2020). That should be converted to a 
value containing fuel mass related to distance. To do so, an average density of the 
gasoline is needed, which is  = 0.75 kg/liter (European Committee for 
Standardization, 2008). We get the next equation:  

 

 . (7) 

 
Hereinafter the distance-related (100 km) O2 consumption and CO2 emission 

can be calculated for the Otto-engine vehicle: 
 

  , (8) 
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  . (9) 

 

3.2. Diesel-engine vehicle with diesel 

According to the scientific literature (Mollenhauer and Tschoke, 2010), diesel 
consists of several more types of different hydrocarbons than it is in the case of 
gasoline. For theoretical calculation it must be simplified, which means a 
surrogate has to be chosen. This surrogate will be the cetane (hexadecane) 
(Heywood, 1988). Based on Eq.(1), the theoretical oxidation process of 
hexadecane is the following: 
 

 . (10) 
 

After converting Eq.(10) to a mass base equation, which is followed by 
multiplying and merging, Eq.(11) arises: 

 
(11) 

 
Two specific factors per unit mass of fuel can already be determined, from 

which the first would be the oxygen consumption. For combusting one unit of 
mass of cetane, 3.12 kg of O2 is needed as indicated in the following equation: 

 

  . (12) 

 
To determine the CO2 emission, Eq.(11) can be used as well. The result in 

terms of per unit mass of cetane is the following: 
 

  . (13) 

 
The chosen Diesel-engine vehicle has a distance-related fuel consumption 

value which is Bdiesel (volume) = 5.2 liters diesel/100 km (Kraftfahrt Bundesamt, 
2020). With the help of an average density value of 0.85 kg/liter of diesel 
(European Committee for Standardization, 2005), fuel mass consumed can be 
calculated:  
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 . (14) 
 

Using Eqs. (12),(13), and (14), the distance-related oxygen consumption and 
the carbon dioxide emission can be quantified. These are shown in the following 
equations: 

 

  , (15) 

 

  . (16) 

 

3.3. Hydrogen fuel-cell vehicle 

In the fuel cell, which generates electricity using hydrogen, the following 
chemical process takes place (Eichlseder and Klell, 2010):  
 

(17) 
 
that is, hydrogen is oxidized by oxygen from the air to form water. In this case, 
heat, indiced by  is also generated, but in our case, it is not relevant now. Using 
the molecular weights, we bring the equation on a mass basis: 
 

   (18) 

 
By multiplying in Eq.(18), it will be:  
 

(19) 
 

Two specific factors per unit mass of fuel can already be determined. The 
result is shown in the following equation for e O2, while CO2 emission does not 
appear: 
 

  . (20) 
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Calculation of distance-related O2 consumption of a hydrogen fuel-cell 
vehicle happens as follows. Firstly, fuel consumption is needed. It was determined 
in this case as well during a WLTC driving cycle: Bhydrogen (mass)=0.8 kg 
hydrogen/100 km (Kraftfahrt Bundesamt, 2020). Using the above formula, we 
can calculate the specific oxygen consumption for the distance traveled (100 km): 

 

  . (21) 

3.4. Calculation of human properties and characteristic of fuel combustion – 
total quantities  

Calculations have been conducted with the help of the method described in 
Subsection 2.3. The amount of oxygen consumed by combusting fuels is 
 

 

  , (22) 

 
 

  , (23) 

 
 

  . (24) 
 

Oxygen consumed by population: 
 

 

  (25) 

 
O2 consumption values are shown in Table 2. and will be discussed in the 

next section. The amount of carbon dioxide emitted by fuel combustion is 
 

 

  , (26) 
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  , (27) 

 
 

  . (28) 
 
The amount of carbon dioxide emitted by population is 
 

  

 =  . (29) 

 
CO2 emission values are shown in Table 3 and will be discussed in the next 

section. 

4. Results and discussion 

4.1. Comparison of propulsions 

The results of comparison of propulsions are shown in Table 1. This table consists 
of three table-sections. The top table-section summarizes the results regarding the 
oxidation of different fuels. The smaller the molecule which is oxidized, the more 
oxygen needed for the oxidation. Accordingly, the oxidation of hydrogen needs 
the most amount of oxygen, it is followed by the oxidation of gasoline, and the 
least is for diesel. As for the CO2 formation, it is not produced during the 
combustion of hydrogen, because there is no carbon in the molecule. Octane 
which has carbon in its molecule formats CO2 during oxidation, but this amount 
is less than in case of diesel, which has the most carbon in molecule.  

In the middle table-section, the table deals with results realized during a 
WLTC cycle. Values of oxygen consumption show another tendency among fuels 
compared to the results of simple oxidation. This is because of the different energy 
content of fuels and the different efficiency of the propulsion calculated from heat 
power of fuel to the power of vehicle’s wheel. The hydrogen fuel-cell vehicle has 
the lowest O2 consumption, and the highest one belongs to the Otto-engine 
vehicle. In case of a Diesel-engine vehicle it is a bit lower compared to the vehicle 
using gasoline during a WLTC cycle. CO2 emission is proportional to the carbon 
content of the fuel. Fuel-cell vehicle has zero emission. Diesel-engine vehicle has 
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the highest CO2 emission, while that is a bit lower for the Otto-engine vehicle 
compared to the diesel.  

The lowest section of the table represents the results derived from the middle 
section’s WLTC results. This sums up what has been said so far. There is a slight 
difference between Otto and Diesel. Oxygen consumption of fuel-cell vehicle is 
the half of those the two other propulsion conception. As far as the CO2 emission 
is concerned it is not produced from the process of the fuel cell while diesel’s 
value is slightly higher than that of the Otto-engine vehicle. 
 

 

 
Table 1. Results of propulsions’ comparison 

O2 consumption and 
CO2 emission 

Specific oxygen 
consumption 

 

 

Specific carbon dioxide emission 

 

Oxidation of octane 3.51 3.09 
Oxidation of 
hexadecane  3.12 3.16 

Oxidation of hydrogen 8 0 

O2 consumption and  
CO2 emission 

Specific oxygen 
consumption during a 

WLTC cycle 
 

 

Specific carbon dioxide emission 
during a WLTC cycle 

 

 

Otto-engine vehicle  14.18 12.51 
Diesel- engine vehicle 13.79 13.97 
Hydrogen fuel-cell 
vehicle 6.40 0 

Comparison of 
propulsions 

Specific oxygen 
consumption during a 

WLTC cycle 
 

 

Specific carbon dioxide emission 
during a WLTC cycle 

 

 

Otto-engine vehicle / 
Diesel-engine vehicle 1.03 0.91 

Otto-engine vehicle / 
Hydrogen fuel-cell 
vehicle   

2.22 NA 

Diesel-engine vehicle / 
Hydrogen fuel-cell 
vehicle   

2.15 NA 
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4.2. The relationship between human properties and characteristics of fuel 
combustion – total quantities 

The results of the comparison with the humans’ parameters are shown in Tables 
2 and 3. Here, too, we would like to emphasize that the calculations have been 
made with a high degree of simplification, and its method has been greatly 
simplified. The aim was not to give exact numerical values, but only to show the 
magnitudes and to draw attention. The oxygen consumption of the combustion of 
fuels used in the road transportation in Hungary during a year was as much as the 
amount of oxygen used by the number of people meeting the Hungarian 
population for 6 years. In the same way, the number of people meeting the 
Hungarian population for 5.2 years realizes as much CO2 emission as it is 
produced by combustion fuels in the road transport in Hungary for a year.  
 
 

 
Table 2. O2 quantities consumed by fuels and population 

Fuel 
Fuel amount used  
[kg/year (2019)] 

Amount of O2 consumed 
by fuel 

[kg / year (2019)] 

Gasoline 1 114 907 107 3 902 174 874 
Diesel 2 068 402 409 6 412 047 468 
Total O2 consumed by fuel 10 314 222 342 
Amount of O2 consumed by  
population [kg/year (2019)] 1 717 881 818 

 [year] 6.00 

 
 

 
Table 3. CO2 quantities emitted by combustion of fuels and population 

Fuel Fuel amount used 
[kg / year (2019)] 

CO2 emitted by fuel 
combustion 

[kg / year (2019)] 

Gasoline 1 114 907 107 3 456 212 031 
Diesel 2 068 402 409 6 412 047 468 

Total CO2 emitted by fuel combustion  9 868 259 499 

CO2 emitted by population  
[kg / year (2019)] 

1 898 946 819 

 [year] 5.20 
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5. Conclusions 

In this article, different calculations have been conducted for two very important 
but together very rarely investigated gas phase components: O2 and CO2. First, 
different propulsions of vehicles were calculated and compared. In order to find 
the link between the human properties and the properties of the combustion of 
transportation’s fuels regarding the two basic parameters (oxygen consumption 
and carbon dioxide emission), a second set of calculations were made. The 
following conclusions can be drawn:  

− Comparisons between the propulsion systems during a WLTC cycle:  
– Vehicles with Otto-engine consume the most amount of oxygen. It is 

followed by the vehicles propelled by a Diesel-engine, and the lowest 
consumption showed by the fuel-cell vehicles. 

– A fuel-cell vehicle does not emit any CO2, while the Diesel vehicles have 
the highest level of CO2 emission, and the Otto-vehicles’ result is in 
between.  

− The O2 demand for combusting the fuels used in road transport in Hungary 
is the same as the 6-year demand of a Hungarian population in the year 2019. 

− As for the CO2 emission, combustion of fuels used in road transport in 
Hungary emits the same as the emission of the Hungarian population during 
5.2years. 

− Results seem to be serious, although calculations are relating only to the road 
transport in a small country of the world. 

5.1. Additional investigation options 

In authors’ opinion, the topic has been analyzed and represented above can be 
further investigated probably in the ways as follows:  

− Examining how the real conditions could be approached as far as the 
combustion of fuels, the function of oxygen consumption, and the carbon 
dioxide emission in a human body are concerned. 

− Investigation could be extended to other sectors (energy, industry, 
households, agriculture). 

− Extensions can be made towards larger population and vehicle fleet. 

− Examining the effects that can have this tendency (especially the oxygen) on 
the humans or living organisms on a long term. 

  



 

246 

References 

Askanazi, J., Silverberg, P.A., Foster, R.J., Hyman, A.I., Milic-Emili, J., and Kinney, J.M., 1980: Effects 
of respiratory apparatus on breathing pattern. J. Appl. Physiol. 48, 577–580.  
https://doi.org/10.1152/jappl.1980.48.4.577  

Businessinseider, 2011: The 10 Biggest Problems In The World According To The EU. Available 
online: https://www.businessinsider.com/the-10-biggest-problems-in-the-world-according-to-
the-eu-2011-10   

Eichlseder, H. and Klell, M., 2010: Wasserstoff in der Fahrzeugtechnik: Erzeugung, Speicherung, 
Anwendung. Springer-Verlag. (in German) 

ELTE (Eötvös Lóránd Tudományegyetem), 2020: A légzési gázok szállítása, a légz rendszer szervez dése. 
(in Hungarian) Available online: http://physiology.elte.hu/eloadas/bev_biol_3/Elettan6_legzes_2017.pdf   

European Committee for Standardization, 2005: “EUROPEAN STANDARD EN 590 Automotive 
fuels. Diesel. Requirements and test methods” CEN-Euro-pean Committee for Standardization. 
Brussels, Belgium. 

European Committee for Standardization, 2008: EUROPEAN STANDARD EN 228 Automotive fuels. 
Unleaded petrol. Requirements and test methods” CEN-European Committee for Standardization. 
Brussels, Belgium. 

Fuge R., 2013: Anthropogenic Sources. In: (ed. Selinus, O.) Essentials of Medical Geology. 
Springer, Dordrecht. https://doi.org/10.1007/978-94-007-4375-5_4  

Gallup International, 2020: World’s most important problem. Available online: 
https://news.gallup.com/poll/1675/most-important-problem.aspx   

Hartmann and Braun, 1973: Verbrennungstechnik. Hartmann and Braun AG (in German) 
Hawkins, R.A. and Mans A.M., 1983: Intermediary Metabolism of Carbohydrates and Other Fuels. In: 

(ed. Lajtha, A.) Metabolism in the Nervous System. Springer, Boston, MA.  
https://doi.org/10.1007/978-1-4684-4367-7_10 

Heywood, J.B., 1988: Combustion engine fundamentals. 1ª Edição. Estados Unidos. 
Ipsos, 2020: What-worries-world-january-2020. Available online:  

https://www.ipsos.com/en/what-worries-world-january-2020  
Jacobsen, G.D., 2011: The Al Gore effect: an inconvenient truth and voluntary carbon offsets. 

J. Environ. Econom. Manage. 61, 67–78. https://doi.org/10.1016/j.jeem.2010.08.002  
Kovács, F. and Tompa, R., 2012: A klímaváltozás és az ipari széndioxid kapcsolatának kérdéseir l. 

M szaki Földtudományi Közlemények, 83. 111–117. (in Hungarian) 
KSH (Központi Statisztikai Hivatal), 2020: Összefoglaló táblák (STADAT) - Id soros éves, területi 

adatok - Népesség, népmozgalom. Available online: https://www.ksh.hu/stadat_eves_6_1  
(in Hungarian) 

Kraftfahrt Bundesamt, 2020: CO2-Emissions- und Kraftstoffverbrauchs-Typprüfwerte von Kraftfahrzeugen 
zur Personenbeförderung mit höchstens neun Sitzplätzen und Wohnmobilen (Klasse M1: Pkw, 
Wohnmobile) Stand: 15. März 2020 SV 2.2.2. Available online: https://www.kba.de/SharedDocs/ 
Downloads/DE/SV/sv222_m1_kraft_pdf.pdf?_blob=publicationFileandv=2 (in German)  

MÁSZ (Magyar Ásványolaj Szövetség), 2020: A MÁSZ tagvállalatok összesített üzemanyag értékesítései 
2019. Available online: http://petroleum.hu/dokumentumok/uzemanyag-statisztikak/ (in Hungarian) 

Messer Hungarogáz Kft., 2021a: Termékadatlapok: Oxigén 2.5. Available online: 
https://www.messer.hu/termekadatlapok (in Hungarian) 

Messer Hungarogáz Kft., 2021b: Termékadatlapok: Szén-dioxid 2.8. Available online: 
https://www.messer.hu/termekadatlapok (in Hungarian) 

Mollenhauer, K. and Tschoke, H. (Eds.), 2010: Handbook of diesel engines (Vol. 1). Berlin: Springer. 
Official Journal of the European Union, 2018: COMMISSION REGULATION (EU) 2018/1832 of 5 Nov. 

2018 amending Directive 2007/46/EC of the Eur. Parliament and of the Council, Com.Regulation 
(EC) No 692/2008 and Com. Regulation (EU) 2017/1151 for the purpose of improving the emission 
type approval tests and procedures for light passenger and commercial vehicles, including those for 
in-service conformity and real-driving emissions and introducing devices for monitoring the 
consumption of fuel and electric energy. Available online: https://eur-lex.europa.eu/legal-
content/HU/TXT/?uri=CELEX%3A32018R1832andqid=1648028563601  

United Nations Economic Commission for Europe (UNECE), 2021: Uniform provisions concerning the 
approval of vehicles with regard to the emission of pollutants according to engine fuel requirements. 
Available online: https://unece.org/transport/vehicle-regulations-wp29/standards/addenda-1958-
agreement-regulations-81-100  



DOI:10.28974/idojaras.2022.2.5 
 

247 

ID JÁRÁS 
Quarterly Journal of the Hungarian Meteorological Service 

Vol. 126, No. 2, April – June, 2022, pp. 247–265 

Selecting the best general circulation model and historical 
period to determine the effects of climate change on 

precipitation 

Mostafa Yaghoobzadeh1, 2 
 

1Department of Water Engineering,  
University of Birjand, Birjand, Iran 

 
2Research Group of Drought and Climate change,  

University of Birjand, Birjand, Iran 
 
 

Author E-mail: M.Yaghoobzadeh@birjand.ac.ir 
 
 

(Manuscript received in final form March 1, 2022) 
 
 

Abstract— Assessing the effects of climate change is a key component of the sustainable 
management of water resources and food security. In this paper, general circulation models 
(GCM) were evaluated using historical information for Birjand synoptic station, Iran. 
Modeling was performed using 35 models of the Fifth Climate Change Report for 27 
historical periods. The results showed that longer annual periods are the most suitable 
periods for hydrological simulation when data are available. Therefore, the periods of 
1960-1990 may be the most appropriate periods due to the adaptation to the observation 
data. To estimate rainfall, periods with more years showed a more accurate forecast of the 
future. Moreover, the results showed more changes in the RCP 8.5 scenario than in the 
RCP 4.5 scenario. According to the comparison of models, the NorESM1-M model with a 
root mean square error (RMSE) of 0.091 and the GISS-E2-R model with a low percent 
bias (PBIAS) can be an appropriate model for estimating rainfall. 

 
Key-words: climate change, CIMP5, historical period, precipitation 

1. Introduction 

The practical activities for considering the climate change and drought effects on 
agriculture and water resources are recently increasing in the world (Karasakal 
et al., 2020a, 2020b; Tao et al., 2021; Wang et al., 2021; Xu et al., 2021; Zhang 
et al., 2021). Climate change can affect various aspects of communities, including 
sustainable water management (Huang et al., 2021), environmental protection 
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(Rjoub et al., 2021; Oladipupo et al., 2022), energy supply (Odugbesan and 
Rjoub, 2020; Hou et al., 2021; Adebayo et al., 2021a, 2021b, 2022), economic 
growth (Lin et al., 2021), ecological footprint (Ahmed et al., 2021), and food 
security (Gholamin and Khayatnezhad, 2020, 2021).  

As the Middle East is located in the arid region of the world, it has a lot of 
problems to deal with due to the limitation of the water resources in the region, 
the increasing demand for water due to the increase of urbanization, and the 
intensifying global warming (Li et al., 2021b; Ma et al., 2021; Sun and 
Khayatnezhad, 2021; Zhu et al., 2021). Global warming, changes in spatial and 
temporal precipitation patterns, as well as changes in the prediction of these 
changes are likely to occur in the next century (Godage et al., 2021). 
Temperatures, which have risen about 0.6 °C since 1860, are projected to rise 
from 2 to 4 °C until 2100 compared to the period from 1850 to 1950 (IPCC, 2007; 
Zhang et al., 2019; Zhao et al., 2021; Chen et al., 2022). 

Climate change effects on natural ecosystems are one of the most critical 
consequences (Wang et al., 2022). It causes a change in the production and 
services of these resources and, ultimately, the benefits derived from them. 
Changes in the quality and quantity of water resources, the condition of forests 
and pastures, green space, wildlife, aquatic animals, etc. can be mentioned (Ren 
and Khayatnezhad, 2021). 

Regarding the requirement for this vital substance in all human activities, 
one of the main concerns of experts in different science fields due to climate 
change is the effects on water resources (Fung et al., 2010). Any change in these 
variables can affect natural ecosystems' yield rate and structure since the variables 
of precipitation, temperature, and solar radiation are the most critical inputs of 
natural ecosystems, especially watersheds (Tangonyire, 2019; Mahmood et al., 
2019; Li et al., 2021a; Yin et al., 2022a). Undoubtedly, the available water in a 
watershed is the most sensitive and vital factor in the economic, social, 
environmental processes, which is affected by climate change. Therefore, 
investigating climate change effect on this vital substance has particular 
importance. 

Atmospheric general circulation models (AOGCM) simulate the climatic 
system of Earth's evolution at any given time, including atmospheric, ocean, ice, 
sea, land, and atmospheric conditions (D’Agata et al., 2020; Rahman and Islam, 
2020; Kong, 2020; Yin et al., 2022b; Quan et al., 2022). To create and modify 
complex terrestrial climate variables, atmospheric circulation models describe 
how these components interact with each model. Therefore, they are known as a 
vital instrument to stimulate climate change and estimate the future (Mogano and 
Mokoele, 2019; Nourani et al., 2019; Afshar et al., 2021; Guo et al., 2021; Sun et 
al., 2021).  

Due to comparing climate change models, Gregory et al. (2001) compared 
ten models of the Third Climate Change Report, and Samadi et al. (2010) 
compared 11 models of the Fourth Climate Change Report. Kamal and Massah 
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Boani (2012) compared the impact of uncertainties of seven TAR models (Third 
Climate Change Report) including the CCSR, CGCM2, CSIRO-MK2, 
ECHAM4, GFDL-R30, HadCM3, NCAR-DOE PCM models and nine selected 
models from AR4 (Fourth Climate Change Report) including the CCSM3, 
CGCM3, CSIRO Mk3, GFDL CM2.1, GISS ER, HadCM3, ECHAM5, MIROC-
med, PCM models under A2 release scenario on the runoff of Qarah su Basin in 
2040–2069. Their results showed that using AR4 models with more management 
of uncertainty leads to more practical results than using TAR models. 

The choice of the appropriate historical period affects climate change results 
and the importance of the type of selected GCM model. In the Fourth Climate 
Change Report, historical and future period data were presented simultaneously 
(Yaghoobzadeh et al., 2017). For this reason, researchers such as Mousavi et al. 
(2016) used the 1980–2010 period to determine climate change effects by 
presenting the data of the Fifth Climate Change report. Based on their results, the 
separation of historical periods from future ones, the elective historical period 
should preferably be chosen by the 2005 year period. Choosing a historical period 
and the future one is very essential for climate change research. Choosing a 
historical period is very essential in choosing a future period. Despite global 
warming and rising temperatures, the historical period closer to the present shows 
more temperature changes than in the years before 2000, and these effects of 
temperature changes affect the goal of each researcher. On the other hand, in 
downscaling methods such as LARS-WG, and in particular the coefficient of 
variation of the coefficient of change factor, the number of historical and future 
periods should be as uniform as possible, which makes the need to consider 
periods with the appropriate number of years more obvious. 

No specific research has been done so far on choosing a suitable historical 
period for assessing the future climate change effects. Hence, for the stations with 
more extended metering periods, it is always essential to choose a suitable 
historical period that responds well to future changes. Due to the Fourth Climate 
Change Report, the 1960–1990 period was selected as an appropriate period by 
the Intergovernmental Panel on Climate Change (IPCC), and the 1970–2000 
period after the 1960–1990 period can be selected as an appropriate period (IPCC, 
2007). According to the Fourth Climate Change Report, some researchers have 
chosen these periods as the appropriate historical period in their research. For 
example, the 1961-1990 period was used as a suitable period for many researchers 
to evaluate the variables of precipitation, and minimum and maximum 
temperature (Alvankar et al., 2016; Parracho et al., 2016; Nourani et al., 2020; 
Oseke et al., 2021; Nabipour et al., 2020; Sibuea et al., 2021).  Considering the 
fifth report, the 1986–2005 period was also discussed, and future changes 
compared to this period were examined. However, the 1970–2000 period was 
used as a training period (IPCC, 2013). 

Each researcher has used a specific historical period in his research so that 
no suitable answer can be found for why he chose this period. Shen et al. (2018) 
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used the 1971–2000 historical period, and Zhang et al. (2018) used the 1961–
1990 period to evaluate the effect of climate change effect on hydrological 
characteristics in future periods. Selecting the appropriate historical period also 
depends on appropriate data availability from the synoptic stations, which may 
be forced to use shorter periods due to a lack of data. Due to the synoptic data 
existence since 1992, Weinberger et al. (2017) used the 1992–2002 period to 
estimate temperatures in ten regions of the United States. However, in case of 
available data, choosing a 30-year-long period is better than other elective 
periods. Sobhani et al. (2017) used the 1970–1999 and the 1961–1990 periods to 
estimate precipitation and temperature variables in the future, respectively. Given 
the availability of the Fifth Reporting Period for all models up to 2005, choosing 
the post-2005 historical period for the Fifth Report data is fraught with errors, and 
researchers should use the early years of the future for the years after 2005. 
Kouhestani et al. (2016) used the long period of 1948–2014 as a historical period. 

Selecting the AOGCM model and the appropriate historical period can 
express the results with -ranging changes. We tried to select the appropriate 
model from almost all CMIP5 models (Fifth Climate Change Report) to estimate 
precipitation parameters in the future period, and limit values, relative error 
percentages and meteorological parameters’ uncertainty were calculated for all 
models and periods as well. 

2. Material and methods 

Precipitation values for 35 GCM models of the fifth report and 27 selected 
historical periods of Birjand synoptic station data were evaluated to select 
appropriate GCM models and historical periods for climate change research. The 
city of Birjand is located in eastern Iran and has an arid and semi-arid climate 
with an average rainfall of 170 mm per year (Fig. 1).  
 

 
Fig. 1. Location of the study area. 
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In order to conduct this research, historical precipitation data of GCM 
models were first obtained from the IPCC site in the Fifth Climate Change 
Report. After collecting report data on meteorological variables resulting from 
GCM models that are monthly for Birjand, the selected periods were determined 
using the estimated months and years of the models and compared with the results 
of observation station periods using error estimation methods. Tables 1 and 2 
present the Fifth Climate Change Report's models and the selected periods used 
in this study, respectively.  

 
 
 
 
Table 1. The models of the fifth climate change report presented in this research 

Commonwealth Scientific and Industrial Research Organization, 
Australia 

1.25° 
×1.87° 

ACCESS1 

Commonwealth Scientific and Industrial Research Organization, 
Australia 

1.25° ×1.87° ACCESS1.3 

Beijing Climate Center, China Meteorological Administration, China 2.8° × 2.8° BCC-CSM1.1 
Beijing Climate Center, China Meteorological Administration, China 2.8° × 2.8° BCC-CSM1-M 
College of Global Change and Earth System Science, Beijing Normal 
University, China 

2.8° × 2.8° BNU-ESM 

Canadian Centre for Climate Modeling and Analysis, Canada 2.8° × 2.8° CanESM2 
NCAR, University Corporation for Atmospheric Research, United 
States 

1°× 1° CCSM4 

National Science Foundation, United States 1°× 1° CESM1-BGC 
National Science Foundation, United States 0.94° ×1.25° CESM1-CAM5 
Centro Euro-Mediterraneo per I Cambiamenti Clamatici, Italy 3.71° ×3.75° CMCC-CMS 
Centre National de Recherches Météorologiques and Centre Européen 
de Recherché et Formation Avancées en Calcul Scientifique, France 

1.4° × 1.4° CNRM-CM5 

Commonwealth Scientific and Industrial Research Organization with 
Queensland Climate Change Center of Excellence, Australia 

1.8° × 1.8° CSIRO Mk3.6 

EC-EARTH Consortium, Europe 1.121° ×1.125° EC-EARTH 
 2.8° × 2.8° FGOALS 
First Institute of Oceanography, China 2.8° × 2.8° FIO-ESM 
  GFDL-ESM2M 
NOAA/Geophysical Fluid Dynamic Laboratory, United States 2°× 2.5° GFDL CM3 
NOAA/Geophysical Fluid Dynamic Laboratory, United States 2°× 2° GFDL-ESM2G 
NASA Goddard Institute for Space Studies, United States 2°× 2.5° GISS-E2-H-CC 
NASA Goddard Institute for Space Studies, United States 2°× 2.5° GISS-ES-R 
NASA Goddard Institute for Space Studies, United States 2°× 2.5° GISS-E2-R-CC 
Met Office Hadley Centre, United Kingdom 1.25°× 1.875° HadGEM2-ES 
Met Office Hadley Centre, United Kingdom 1.25°× 1.875° HADGEM2-CC 
Institute of Numerical Mathematics, Russian Academy of Sciences, 
Russia 

1.5° × 2° INM-CM4.0 

Laboratoire de Météorologie Dynamique and L'Institut Pierre-Simon 
Laplace, France 

2°× 4° IPSL-CM5A-
LR 

Laboratoire de Météorologie Dynamique and L'Institut Pierre-Simon 
Laplace, France 

 IPSL-CM5A-
MR 

Laboratoire de Météorologie Dynamique and L'Institut Pierre-Simon 
Laplace, France 

 IPSL-CM5B-
LR 
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Table 1. Continued 

Atmosphere and Ocean Research Institute, National Institute for 
Environmental Studies, and Japan Agency for Marine-Earth Science and 
Technology, Japan 

1.4° × 1.4° MIROC5 

Atmosphere and Ocean Research Institute, National Institute for 
Environmental Studies, and Japan Agency for Marine-Earth Science and 
Technology, Japan 

3°× 3° MIROC-ESM 

Atmosphere and Ocean Research Institute, National Institute for 
Environmental Studies, and Japan Agency for Marine-Earth Science and 
Technology, Japan 

 MIROC-ESM-
CHEM 

Max Planck Institute for Meteorology, Germany 1.8° × 1.8° MPI-ESM-LR 
Max Planck Institute for Meteorology, Germany  MPI-ESM-MR 
Meteorological Research Institute, Japan Meteorological Agency, Japan 1°× 1° MRI-CGCM3 
Norwegian Climate Centre, Norway 2°× 2° NorESM1-M 

 

3. Downscaling  

In this research, using bias correction and spatial disaggregation (BCSD) method, 
downscaling process is performed. In the BCSD technique, biases are removed 
using the quantitative mapping method. This kind of method is compared the 
simulated climate values and observed values at specific points in the statistical 
distribution. It can adjust the simulated values to match the observed values well. 
The adjustment amount is recorded and applied well to future simulations. Then, 
adjusted simulations are downscaled to a finer-resolution spatial scale utilizing a 
linear interpolation method. The downscaling method calculates the values 
among adjusted data points to match smaller-scale resolution using surrounding 
data point values and linear relationships on the distance among large- and small-
scale historical data point locations (Jafarzadeh et al., 2018). The monthly 
precipitation value of GCMs were obtained for historical periods from 1960 to 
2005 and future periods from 2020 to 2100 from the CMIP5 Climate and 
Hydrology Projections website downscaled by the BCSD approach (Schwalm et 
al., 2013). The monthly precipitation values were extracted for 4 points 
surrounding the studied station. 

4. Performance criteria 

By testing the downscaled outputs of GCM against historical precipitation, the 
best GCMs performance among historical periods for a study area was identified. 
To evaluate the accuracy of methods, the following seven criteria were used root 
mean square error (RMSE, Eq.(1)), mean absolute error (MAE, Eq.(2)), relative 
error percentage (RD, Eq.(3)), average relative error of months of the year 
(MRDM, Eq.(4)), relative average error of month per year (RDMM, Eq.(5)), 
percent of bias (PBIAS, Eq.(6)), RMSE-observations standard deviation ratio 
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(PSR, Eq.(7)), and Nash–Sutcliffe formula(NS, Eq.(8)) (Lalehzari and 
Boroomand-Nasab, 2017; Fang et al., 2021; Chen et al., 2021; Miao et al., 2022; 
Xu et al., 2022). 

The seven criteria are formulated as follows: 
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where  are the predicted values by GCM models,  are the measured 
values at the synoptic station,  is the average of predicted values by GCM 
models among the months of year,  is the average of measured values at 
the synoptic station among the months of year, RDJ is the relative error of the 
month in question, n is the number of models used in the research, and J is the 
number of the months of year. 
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5. Results 

Since the selection of the future period in research strongly depends on the choice of 
the historical period, as in the methods of dynamic downscaling, the number of years 
of the historical period and the future period must be the same. Therefore, the 
requirement for choosing the right period is even more important for the historical 
period. Thus, 27 historical periods were selected for each of the 35 GCM models 
from long-term periods such as 1960–2005 to short-term ones such as 1995–2005. 
According to Table 2, the long-term historical periods such as 1960–2005 and 1960–
2000 have a lower percentage of RMSE and MAE error compared to other periods, 
and the 1965–1990 historical period is among the periods with less than 30 years 
being in a good agreement with the precipitation data from the synoptic station. 
According to the PBIAS coefficient, which indicates the overestimation or 
underestimation of the observed value, the periods with less years produced higher 
overestimation. However, the period 1960–1990 that had lower PBIAS coefficient 
and RSR could be used as a suitable period. Also, in the Fifth Climate Change 
Report, the IPCC has selected the period 1985–2005 as the appropriate historical 
period. The period 1985–2005 can be a very good period to choose as a historical 
period due to the low relative error rate and PBIAS. Since the two periods of 1960–
1985 and 1990–2005 have a lower PBIAS coefficient due to underestimation and 
overestimation compared to observed data, using only one error coefficient cannot 
indicate good results from that period and these periods had higher RSR coefficient 
compared to other periods. Table 3 shows more data matching the model and 
synoptic station in a longer historical period. Shorter historical periods such as 1970–
1990 compared to 1975–2005 period had a lower error. The 1960–1995, 1960–2005 
and 1960–2000 periods had lower relative error rates. There were periods such as 
1960–1980, which had a lower average relative error of month (4.131), but they had 
a higher average of relative error (142.334). Therefore, both percentages of relative 
error must be considered.  
 
 

Table 2. Percentage of error of different selected historical periods compared to the 
observation period 

RMSE MAE MRDM RDMM PBIAS RSR Years 
number period 

0.064 -0.019 4.306 34.233 4.104 0.032 40 1960–1999 
0.068 -0.015 3.488 36.768 3.202 0.035 40 1965–2004 
0.087 -0.012 4.021 33.969 2.548 0.058 30 1960–1989 
0.113 -0.033 8.381 43.137 8.462 0.101 30 1970–1999 
0.136 -0.017 6.673 40.973 6.393 0.086 30 1975–2004 
0.085 -0.018 3.855 37.914 3.803 0.056 25 1965–1989 
0.049 -0.011 9.188 44.445 9.686 0.118 25 1975–1999 
0.171 -0.048 4.348 44.820 3.766 0.135 25 1980–2004 
0.107 -0.025 6.638 41.639 5.135 0.086 20 1970–1989 
0.162 -0.036 9.640 48.213 9.93 0.199 20 1980–1999 
0.201 -0.030 3.877 47.682 2.034 0.195 20 1985–2004 
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The results of climate change effects could be different due to multiple kinds 
of models. Table 3 presents the models which bear the most similarity to the 
historical period or the lowest error percentage to daily precipitation data from 
the synoptic stations. According to this table, the NorESM1-M model was more 
consistent with the observational data than to other AOGCM models with the 
lowest RMSE value (RMSE = 0.091) and PBIAS value (PBIAS = 1.401). The 
GISS-E2-R model with low PBIAS value can be suitable model for precipitation 
research. The appropriate model can be selected based on the purpose and 
importance of research topic in the future. 

 

 

 

Table 3. Determining the best model of the fifth report from comparing Birjand station 
data with precipitation data of climate change models 

RMSE MAE NS R2 Model number 
0.091 0.007 0.959 0.971 NorESM1-M 1 
0.095 0.023 0950 0.981 HADGEM2-CC 2 
0.098 0.015 0.941 0.974 GFDL-ESM2G 3 
0.102 0.015 0.937 0.962 GFDL-ESM2M 4 
0.106 0.008 0.937 0.955 GISS-E2-R 5 
0.106 0.014 0.931 0.962 MPI-ESM-LR 6 
0.107 0.017 0.933 0.968 CANESM2 7 
0.108 0.009 0.928 0.966 BNU-ESM 8 
0.109 0.025 0.925 0.974 CSIROMK3.6 9 
0.139 0.005 0.921 0.955 IPSL-CM5A 10 
0.140 -0.024 0.923 0.961 CANESM2 11 
0.140 -0.016 0.921 0.955 MPI-ESM-LR 12 
0.141 -0.056 0.922 0.973 CMCC-CM 13 
0.142 -0.016 0.916 0.966 CNRM-CM5 14 
0.143 -0.024 0.918 0.940 MRI-CGCM3 15 
0.147 -0.016 0.913 0.951 GISS-E2-R-CC 16 
0.156 -0.054 0.899 0.961 CESM1-CAM5 17 
0.156 -0.013 0.904 0.959 inmcm4 18 
0.157 -0.035 0.903 0.939 GISS-E2-H-CC 19 
0.159 -0.040 0.899 0.966 BCC-CSM1-M 20 
0.160 -0.007 0.896 0.947 CESM1-BGC 21 
0.163 -0.043 0.895 0.958 MIROC5 22 
0.164 -0.031 0.891 0.954 IPSL-CM5B 23 
0.170 -0.038 0.882 0.942 GFDL-CM3-PR 24 
0.172 -0.057 0.867 0.934 MIROC-ESM 25 
0.172 -0.038 0.883 0.948 FGOALS 26 
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Table 3. Continued 

RMSE MAE NS R2 Model number 
0.174 -0.005 0.872 0.920 FIO-ESM 27 
0.174 -0.078 0.883 0.963 CCSM4 28 
0.176 -0.050 0.878 0.949 IPSL 29 
0.176 -0.009 0.874 0.932 ACCESS1 30 

0.182 -0.025 0.878 0.952 MIROC-ESM-
CHEM 31 

0.183 -0.018 0.964 0.905 HADCM3 32 
0.198 -0.037 0.838 0.911 BCC-CSM1-1 33 
0.201 -0.007 0.837 0.910 HADGEM2 34 

0.182 -0.025 0.878 0.952 MIROC-ESM-
CHEM 31 

0.183 -0.018 0.964 0.905 HADCM3 32 
0.198 -0.037 0.838 0.911 BCC-CSM1-1 33 
0.201 -0.007 0.837 0.910 HADGEM2 34 

 
 

 
 
 
 

 
Fig. 2 shows the growth ratio from the future periods to the historical period 

for two scenarios of RCP 4.5 and RCP 8.5 in different AOGCM models. This 
figure shows that different models had different precipitation estimations in 
future periods than to the historical period. For the RCP 4.5 scenario, CESM1-
CAM5 and ACCESS1-3 models showed the largest changes, and the IPSL model 
the lowest changes in the estimation of the precipitation changes for the next 
period. For the RCP 8.5 scenario, CANEM2 and CESM1-CAM5 models showed 
the most changes, and IPSL-CM5A-LR and FGOALS-S2 models showed the 
lowest changes. Model changes for future periods in the RCP 4.5 scenario 
reached a maximum of 1.1 in the value of the growth ratio in the historical period, 
while these changes in the RCP 8.5 scenario in some models reached 1.45 in the 
historical period in some models. 
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Fig. 2. Precipitation ratios of future periods to historical period for the RCP 4.5 (upper 
panel) and RCP 8.5 (lower panel) scenarios for different AOGCM models. 
 
 
 
There are many differences between historical periods with different time 

intervals. There was a significant difference due to rainfall by choosing different 
historical periods with several time series in the future. Considering a historical 
period with more number of years leads to a decrease in the annual rainfall over 
time. Until 2100 AD, the annual amount of precipitation values for different 
historical periods vary from 165 mm for 20-year-long periods to 158 mm for the 
25- and 30-year-long periods (Fig. 3). These changes in the RCP 8.5 scenario 
ranged from 163 to 151 mm. More accurate forecast in the future will be expected 
with lower historical periods by several years. For example, the historical period 
with 25 and 30 years easily indicate changes in the precipitation up to 2100 AD. 
The overall results showed more changes in the RCP 8.5 scenario than in the RCP 
4.5 scenario. Scenario RCP 8.5 showed changes of about 153 mm, while scenario 
RCP 4.5 showed 158 mm. Farzaneh et al. (2012) and Singh et al. (2019) showed 
that in the 1951–2100 period, there was a high variation in precipitation. 
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Fig. 3. The effect of the length of the historical period on annual precipitation changes 
2100 AD for the RCP 4.5 (left) and RCP 8.5 (right) scenarios. 
 

 
 

 
 
 
Fig. 4 shows the changes in future periods compared to the historical 

periods. These graphs show the effect of selecting incorrect of the historical 
period on changes in future periods. According to the Fig. 4, the historical periods 
1980–2000 and 1985–2005 have the lowest changes in RCP 4.5 and RCP 8.5 
scenarios compared to periods with the other 20 years. In the case of the 25-year-
long historical periods and the RCP 4.5 scenario, the changes in the future period 
of precipitation value compared to the historical period 1975–2000 periods was 
lower than other historical periods, while the RCP 8.5 scenario for the 1980–2005 
period had the lowest changes in precipitation value than other periods. For 
precipitation changes in the future periods with 30 years, the changes in the 
historical period 1975–2005 were lower than the other two periods (30 years) for 
RCP 4.5 and RCP 8.5 scenarios. The changes of RCP 4.5 scenario were also less 
than the RCP 8.5 scenario which shows more certainty of the results of this 
scenario. Regarding changes in the next 40-year-long periods, the 1960–2000 
historical period had a smaller range of changes than the 1965–2005 period, and 
it might be due to the increased rainfall in the period of 2005 compared to the 
period of 2000. Also, these graphs show that the range of changes distant future 
years for all graphs has been less than in near future. It shows a decrease in 
precipitation in the late 21st century for the studied region. 
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Fig. 4 Changes in the ratio of the annual rainfall in the future periods (2020-2039: A, 2040-
2059: B, 2060-2079: C, 2080-2099: D, 2025-2049: E, 2050-2074: F, 2075-2099: G, 2010-
2039: H, 2040-2069: I, 2070-2099: J, 2020-2059: K, 2060-2099: L) to the historical period 
(1970-1990: 1, 1980-2000: 2, 1985-2005: 3,1965-1990: 4, 1975-2000: 5, 1980-2005: 6, 
1960-1990: 7, 1970-2000: 8, 1975-2005: 9, 1960-2000: 10, 1965-2005) for the scenario 
RCP4.5 (left) and RCP8.5 (right). 
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Fig. 5 shows the range of annual rainfall changes in different GCM models 
from 2020 to 2100 AD for the two scenarios (RCP 4.5 and RCP 8.5). The results of 
scenario RCP 4.5 showed that MPI-ESM-MR and HADGEM models had the lowest 
range of precipitation changes by 2100. Both models had estimated precipitation 
about 160 mm by 2100. Most models had rainfall estimation of about 170 mm. 
Among the models, FIO-ESM, FGOALS-G2, and MIROC-ESM-CHEM models 
had a rainfall estimation of about 130 mm, and BNU-ESM and MRI-CGCM3 
models estimated a rainfall from 190 to 200 mm for the studied station by 2100. The 
results of scenario 8.5 showed that IPSL-CM5B-LR and CANESM2 models would 
have the lowest and highest precipitation changes by 2100, respectively. CANESM2 
and FGOALS-G2 models had the highest (about 265 mm) and the lowest 
(85 mm per year) annual rainfall estimations, respectively. The results of rainfall 
changes in scenario RCP 8.5 showed that all models estimated an average of about 
150 mm from rainfall per year up to 2100 AD. 

 
 
 

 

Fig. 5. Box diagrams of precipitation changes of GCM models during the years 2020 to 
2100 AD for the scenario RCP4.5 (left) and RCP8.5 (right). 

 

6. Conclusion 

Selecting the suitable climate models and historical periods for predicting the 
future rainfall variations compared to the previous periods could be an important 
analysis technique. This may be due to different GCM models and historical 
periods and their impact on research results. Therefore, a comparison was made 
between 35 GCM models and 27 selected historical periods from long-term 
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period's like1960–2005 to short-term ones like the 1995–2005 period. The results 
showed that long-term historical periods such as 1960–2005 and 1960–2000 have 
lower RMSE and MAE error rates than other periods. Furthermore, the historical 
period 1965–1990 was among periods under 30 years and it was in good 
agreement with the precipitation data from the synoptic stations. Periods with less 
years were overestimated. Nevertheless, the 1960–1990 period had lower PBIAS 
and RSR coefficients than that could be used as a suitable period. The proposed 
period of 1985–2005 from the IPCC can also be a suitable period to choose as a 
historical period considering the low relative error rate and PBIAS. The results 
showed that with longer historical period, there was more agreement between 
model precipitation data and synoptic stations. The results of climate change 
effects could be varied based on the different models. The NorESM1-M model 
was more consistent with the observational data than other AOGCM models with 
the lowest RMSE and PBIAS values. The GISS-E2-R model with low PBIAS 
value can be a suitable model for rainfall estimation. Depending on the purpose 
and importance of research topic in the future, a suitable model should be 
selected. Different models had several estimates of precipitation in the future 
periods compared to the historical period. In the RCP 4.5 scenario, CESM1-
CAM5 and ACCESS1-3 models had the biggest changes and IPSL models had 
the lowest estimate for precipitation changes for the future periods. For the RCP 
8.5 scenario, CANEM2 and CESM1-CAM5 models had the biggest changes, and 
IPSL-CM5A-LR and FGOALS-S2 models had the smallest changes. Model 
changes for the future periods in the RCP 4.5 scenario have reached a maximum 
of 1/1 of the historical periods, while these ratios have reached 1.45 in the RCP 
8.5 scenario in some models. 
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Abstract— Atmospheric precipitation during cyclonic situations was analyzed using 
weather types classification. Based on data from the period 1991 to 2015, the observed 
cyclonic situations were analyzed in terms of their frequency of days with a given weather 
type. Cyclonic situations with airflow direction from the west and northwest, north and 
northeast, east and southeast, and south and southwest were analyzed. We identified a 
declining number of days that can be classified as cyclonic situations. The distributions of 
the mean annual precipitation totals for these cyclonic situations have been investigated. 
The highest mean annual precipitation totals occurred during the west cyclonic, northeast 
cyclonic, and east cyclonic weather types. The lowest mean annual precipitation totals were 
identified during the southwest cyclonic (with fronts moving from north to northeast) and 
north cyclonic weather types. The percentage of the individual cyclonic weather types and 
supertypes in the mean annual precipitation total was calculated. The directional supertype 
west + northwest with the west cyclonic type occurred with the highest percentage, 
although variations may arise due to windward and leeward effects. 

 
Key-words: atmospheric precipitation, cyclonic situations, mean precipitation totals, 
Carpathian Mountains, Pannonian Plain 
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1. Introduction 

The landscape can be supplied with water from the oceans and seas, glaciers, 
groundwater aquifers, or rivers. Central Europe is an inland region, and although 
glaciers have been more prevalent here in the past, the main source of water now 
are aquifers and rivers, which are formed by atmospheric precipitation. Because 
water is important for all forms of life, its resources require special attention. Here 
we focused on water from atmospheric precipitation and its distribution. Although 
the region of Central Europe is not physically surrounded by oceans, precipitation 
falls mostly during westerly and northwesterly cyclonic situations originating in 
the Atlantic Ocean, but occasionally also from cyclonic situations from the 
Mediterranean or the Black Sea. 

Slovakia is a country with a wide range of altitudes varying from 94 m a.s.l. 
up to 2655 m a.s.l. The ridges of the Western and partly also the Eastern 
Carpathians stretch from west to east forming a significant barrier to the arriving 
air masses. The southwest and southeast parts of the country are mostly lowlands 
and are part of the Pannonian Basin (Fig. 1). In terms of the Köppen climate 
classification, the territory of Slovakia is a continental climate region with dry 
winters and warm summers. The climate is characterized by regular alternation of 
four seasons and variable weather, affected by pressure centers located in the 
Azores High and Icelandic Low. In Slovakia, the prevailing westerly winds and 
the relief enhance precipitation totals on windward slopes, causing the highest 
annual precipitation totals exceeding 1200 mm (occasionally even more than 1500 
mm) in the mountainous northern region. The lowest precipitation totals of 550 
mm per year are observed in lowlands and about 650 mm in depressions located 
in rain shadows of the surrounding mountains (Fig. 2). Precipitation is unevenly 
distributed throughout the year, some 40% of precipitation falls in summer, 25% 
in the spring, 20% in the autumn, and 15% in the winter (SHMÚ, 2009). 
 

 
Fig. 1. Location and relief of Slovakia. 
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Fig. 2. Mean annual precipitation totals in Slovakia for the period 1991–2015.  

 
 
 

In this paper, we deal with cyclonic situations that bring precipitation to the 
territory of Slovakia and are related to various directions of airflow. Our goal is 
to identify areas in Slovakia that are the most and the least affected by these 
cyclonic situations. These findings can improve our knowledge of the currently 
highly debated topic: the climate change. Although, it must be admitted that even 
a 25-year period may not be sufficiently long from climate change perspective, 
the analyses described herein can improve our knowledge about, e.g., circulation 
trends or intensity of precipitation. It is also important to know how the 
occurrence of weather types changes throughout the year. This can explain the 
temporal evolution of mean annual precipitation totals. 
 
 

2. Materials and methods 

Precipitation was measured within the network of precipitation gauges in 
Slovakia. Daily (24-hour) precipitation totals were registered only on days when 
precipitation exceeded 0.1 mm (the lowest total registered by the gauge). The 
analyzed precipitation data cover the period between 1991 and 2015. There are 
various schemes that can be applied in the classification of weather types in the 
region of Central Europe. The best known is the “Katalog der Grosswetterlagen 
Europas” (Hess and Brezowsky, 1977). In Germany, the “Objective weather types 
classification of the German Weather Service” is used (Bissolli and Dittmann, 
2001). Poland uses the synoptic classification according to Nied wied  (2013) – 
known as the “Calendar of circulation types, air masses and fronts for Southern 
Poland”. In Hungary, the classification according to Péczely (1983) is 
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summarized in the “Catalog of the macro-synoptic types for Hungary”. In the 
Czech Republic and Slovakia, the first “Catalog of Weather Situations for the 
Territory of the Czechoslovak Socialist Republic” was published by the national 
hydrometeorological service in 1968 (Brádka et al, 1968). The first synoptic 
situations were classified for the year 1946. After bilateral discussions and 
consensus between meteorologists from both countries in 1991, the catalog 
summarizes weather types separately for Slovakia and the Czech Republic. 
Classification of weather types was carried out by the Slovak 
Hydrometeorological Institute (SHMI) between 1991 and 2015 from the calendar 
of weather type situations that is available on the SHMI website (SHMÚ, 2020) 
First, days with cyclonic situations related to different directions of the prevailing 
atmospheric airflow and different position of the low and high pressure areas were 
selected.  

Records extracted from the calendar of weather type situations (SHMÚ, 
2020) were used to select days with cyclonic weather situations. The duration of 
cyclonic situations in the analyzed period 1991–2015 ranged from 1 to more than 
10 days. Using the Catalog of Weather Situations (Brádka et al., 1968), the 
synoptic situations were selected according to the nature of cyclonality and the 
predominant airflow direction. In order to increase the sample size, the weather 
types were grouped into ‘‘supertypes’’ according to their cyclonality and the 
dominant direction of airflow following the procedure of Beranová and Huth 
(2005) (Table 1). The synoptic situations with directions W + NW, N + NE, E + 
SE, S + SW (Fig. 3) were retained for further analysis. A list of cyclonic situations 
from the period 1991–2015 was created for the purposes of this paper; i.e., the 
number of days with a certain type of cyclonic situation during 5-year periods was 
extracted from the database. 

Data from more than 600 precipitation gauges covering a period of 25 years 
were processed. The data contained information on the indicative of the 
precipitation gauge (station ID), location name, date, and the precipitation total 
measured in the rain gauge. The data were sorted into groups with given weather 
type of cyclonic situation. The precipitation totals were first processed for all 
cyclonic situations with certain airflow direction, and then they were interpolated 
in the ArcGIS 10. The interpolation procedure described in Pol ák and Mészáros 
(2019) was adopted in this study. We used the Topo to Raster method, since 
according to Šercl (2008), the Topo to Raster method is suitable for interpolating 
point-measured precipitation. This method estimates interpolated values from 
four adjacent points using an iterative method of finite differences. The isolines 
created by this method resemble well the isolines that an expert would draw 
manually on a paper map. The greatest advantage of this interpolation tool is that 
it enables the user to define the boundary of the territory within which the 
interpolation is to be carried out and also to assign the lowest value used in 
interpolation. In this way, areas between stations with zero totals are not 
interpolated into physically unrealistic negative values, since precipitation total 



 

271 

has to be always positive or equal to zero. This interpolation technique was used 
for each of the cyclonic situations. The individual precipitation fields were 
summed up for each type of cyclonic situation in the ArcGIS 10 by Raster 
Calculator. The sums were subsequently divided by the number of years to get 
precipitation fields of mean annual totals separately for each of the individual 
types of cyclonic situations. 

 
 
 
 
Table 1. List of synoptic types and their merging into groups (supertypes) according to 
cyclonality and prevailing airflow. Source: Beranová and Huth (2005). 
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The mean annual precipitation total for the individual stations was calculated 
from the monthly mean precipitation totals. The mean annual totals were 
interpolated in ArcGIS 10. Using the precipitation fields created in this way, the 
percentage of individual types of cyclonic situations with respect to the total mean 
annual precipitation total was expressed for the period 1991–2015. The procedure 
is described in detail by Mészáros (2019). 
 

 
Fig. 3. Schematic layout of cyclonic situations. Types in each column create directional 
supertypes. 

3. Results 

The occurrence of individual cyclonic weather types based on their prevailing 
airflow direction was analyzed for the period 1991–2015. The number of days 
with all cyclonic weather types, the number of days with cyclonic weather types 
in 5-year periods and the mean precipitation total per day with cyclonic weather 
types in 5-year periods, are displayed in Fig. 4. The spatial distribution of the 
mean annual precipitation totals corresponding to the individual weather types of 
cyclonic situations is shown in Fig. 5. The precipitation fields for the cyclonic 
supertypes are shown in Fig. 6. The contribution of the individual weather types 
of cyclonic situations to the mean annual precipitation total is shown in Fig. 7, 
while the contribution of supertypes during the period 1991–2015 is shown in Fig. 
8. Mean, minimum, and maximum values of mean annual precipitation totals 
during the individual weather types of cyclonic situations along with the 
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contribution of the individual weather types and cyclonic supertypes to the mean 
annual precipitation total are summarized in Table 2. (In this table, mean total is 
the areal mean value of the average annual precipitation total, min total is the areal 
minimum value of the average annual precipitation total, max total is the areal 
maximum value of the average annual precipitation total, mean percentage is the 
areal mean value of the contribution to the mean annual precipitation total for all 
weather types, min percentage is the areal minimum value of the contribution to 
the mean annual precipitation total for all weather types, max percentage is the 
areal maximum value of the contribution to the mean annual precipitation total 
for all weather types. Values were obtained from precipitation fields calculated 
by interpolating precipitation data). 

3.1. Occurrence of cyclonic situations (period 1991–2015) 

From the selected weather types, the Wc type was the most frequent one, with 26 
days per year, on average. This confirms that westerly cyclonic flow prevails in 
Slovakia. The second most frequent was the NEc type occurring 24 days per year. 
The NWc type occurred 18 days per year. The days with SWc3 and Wcs types 
occurred 10 times per year, while days with types SWc1 and SEc occurred only 9 
times per year. All selected weather types had a declining trend, except for the 
types SWc2 and NWc. However, perhaps more important than the number of days 
per year is to identify the season of the year when the days with a given type occur. 
For example, during the winter 2012–2013 and the early spring of 2013, an 
anomalously large number of Mediterranean cyclones was observed in the 
Carpathian Basin (Zsilinszki et al., 2019). These cyclonic situations led to floods 
in the southern half of Slovakia (SHMÚ, 2014).  

One of the indicators of the activity of cyclonic situations is their frequency 
of occurrence during the period of observation. This allows us to investigate the 
annual fluctuations in cyclonic situations. The 1990s were rich in the number of 
days with cyclonic situations. In the early 2000s, the number of days with a 
cyclonic situation fluctuated considerably. There were years with less than 200 
days (e.g., the dry year of 2003) but also with almost 250 days with a cyclonic 
situation (e.g., the wet year of 2010). During the last years of the observation 
period, the absolute number of days with cyclonic situations did not exceed 200. 
The general trend in the form of a 5-year moving average clearly indicates a slight 
decrease in the activity of cyclonic situations in the investigated territory. The 
frequency of occurrence of days with cyclonic situation declined in most weather 
types (Fig. 4 top and middle). However, this decline is not observed in the 
precipitation amount. The total amount of precipitation per year in Slovakia did 
not decrease significantly (Markovi  et al., 2016) despite the facts that there have 
been fewer days with cyclonic situations. This means that precipitation totals 
during cyclonic situations increased (Fig. 4 down), and convective precipitation 
has increased during days with other weather situations. The investigation of 
Markovi  et al. (2016) confirms a higher proportion of storm showers in the mean 
annual total precipitation in the recent years. 
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Fig. 4. Top: The number of days with all cyclonic situations in the period 1991–2015 and 
the 5-year moving average. Middle: The number of days with cyclonic weather types in 
5-year periods. Bottom: Mean precipitation total per day with cyclonic weather type in 5-
year periods.  
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3.2. Mean annual precipitation totals during individual weather types of cyclonic 
situations and cyclonic supertypes with different airflow direction (period 
1991–2015) 

Directional cyclonic supertype S + SW 
During this supertype, the mean annual totals ranged from 52 to 174 mm. The 
mean precipitation total was 87 mm. The highest totals (> 150 mm) were observed 
on the windward southern slopes of the Western Carpathians in the central part of 
the territory, on the highest summits of the Western Carpathians in the northern 
part of the territory, and in the Eastern Carpathians in the eastern part of the 
territory. The lowest totals (< 70 mm) were observed in the Western Pannonian 
and Eastern Pannonian Plain.  In general, precipitation totals increase with 
altitude, and therefore, the totals in the lowlands were lower. The Western 
Pannonian Plain lies in the rain shadow of the Alps, and the Eastern Pannonian 
Plain is located in the rain shadow of the North Hungarian Mountains. Also, low 
precipitation totals (< 80 mm) were observed in the basins in the northern part of 
the territory, which are located in the lee of the Carpathian arch, and in the basins 
located in the southern part of the territory, which are in the lee of the North 
Hungarian Mountains. Precipitation fields were similar in all types belonging to 
this directional supertype (SWc1, SWc2, SWc3). Only the type SWc1 differed 
from types SWc2 and SWc3 in that there were no higher totals in the Eastern 
Carpathians. Maximum of the mean annual total was investigated for the SWc2 
type (74 mm) and minimum for the SWc1 type (12 mm). 
 
Directional cyclonic supertype W + NW 
This supertype was characterized by the widest range of mean annual totals from 
65 to 518 mm. The mean value of the total was 159 mm. The windward effect 
was very strong here, thus the highest precipitation (> 400 mm) fell in the Western 
Carpathians in the northwestern part of the territory. The lowest precipitation  
(< 100 mm) fell in the southern and eastern parts of the territory in a significant 
rain shadow. Types from this supertype (Wc, Wcs, NWc) had a similar territorial 
distribution of precipitation. The difference was in the amount of the precipitation 
total. Maximum was for the Wc type (200 mm) and minimum for the Wcs type  
(40 mm). The Wc type (prevailing in Slovakia) had the highest mean annual 
precipitation total (69 mm) from all selected weather types.  
 
Directional cyclonic supertype N + NE 
During this supertype, the average precipitation total was 38 to 323 mm per year. 
The mean value of the precipitation total was 87 mm. The highest precipitation 
totals (> 200 mm) were observed on the windward northern slopes of the Western 
Carpathians in the northernmost part of the territory and the Eastern Carpathians 
in the northeasternmost. The lowest totals (< 60 mm) were observed in the western 
third of the territory and in the southern half of the central part of the territory. 



276 

This part was protected by the Carpathian Mountains from precipitation arriving 
from the north and northeast. In both types belonging to this directional supertype 
(Nc, NEc), high precipitation totals (> 150 mm) occurred mainly in the north 
during the NEc type, and partially also in the east. Low precipitation totals 
(< 20 mm) occurred in the southern half of the territory and a rain shadow was 
observed in the south of the highest summits of the Carpathians during the Nc 
type and in almost the entire western half of the territory during the NEc type. 
 
Directional cyclonic supertype E + SE 
This supertype was characterized by the smallest range of mean annual 
precipitation totals ranging from 49 to 155 mm. The mean precipitation total was 
89 mm. A great contrast was discernible between the southern and northern parts 
of the territory induced by the windward effect on the southern slopes of the 
Western Carpathians. The maximum precipitation totals (> 150 mm) were 
observed in the highest elevations of the Western Carpathians. A rain shadow was 
observed in the northern and eastern parts of the territory. The Ec type had higher 
characteristics of precipitation totals (mean 53 mm, maximum 103 mm, minimum 
26 mm) than the SEc type (mean 33 mm, maximum 69 mm, minimum 16 mm). 
Very interesting is the precipitation field in the eastern part of the territory during 
the Ec type due to the rain shadow of the Ukrainian Eastern Carpathians from the 
east and rain shadow in the north of the territory during the SEc type, while further 
northern part the height of the mean annual precipitation total decreased. The only 
exceptions were the highest summits of the Western Carpathians. 
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Fig. 5. Mean annual precipitation total in Slovakia during individual types of cyclonic 
situations for the period 1991–2015.  
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Fig. 6. Mean annual precipitation total in Slovakia during cyclonic supertypes from the 
mean annual precipitation total for the period 1991–2015. 

 
 
 
 

3.3. Percentage of the mean precipitation total fallen during individual weather 
types of cyclonic situations and cyclonic supertypes with different airflow 
directions from the mean annual precipitation total (period 1991–2015) 

The spatial expression of the percentage contribution of precipitation in individual 
parts of the territory is important from the point of view, that we can identify in 
which part which cyclonic type (or supertype) had the largest or smallest share in 
the mean annual precipitation total. 
 
Directional cyclonic supertype S + SW 
This supertype was represented in the mean annual total by 9 to 15%, with an 
average 12%. Above 14%, it was in the southern half of the central part of the 
territory. Up to 10% were totals in the northernmost, but also in the southwestern 
part of the territory. The individual types SWc1, SWc2 and SWc3 had little 
significant contribution, with maximum 6% during the SWc3 type. 
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Directional cyclonic supertype W + NW 
This supertype was characterized by the highest percentage (from 11 to 36%) with 
an overall mean of 21%. The largest percentage (> 30%) was observed in the 
mountains located in the northwestern part of the territory. The smallest 
percentage (approx. 14%) was observed in the eastern part of the territory. The 
Wc type is the most significant direction for the Western Carpathians in the 
northwestern part of the territory (> 30%).  The NWc type had a high contribution 
in northern part of the territory. 
 
Directional cyclonic supertype N + NE 
Precipitation from this supertype contributed to the mean annual total by 6 to 24% 
(12% on average). They had the largest percentage in the northern and 
northeastern parts of the territory, over 20%. Up to 8% was in the southern half 
of the western and central parts of the territory. The Nc type had over 6% in the 
northernmost part of the territory, and the NEc type had above 16% in the very 
north of the territory in the highest locations of the Western Carpathians and above 
10% in a large area in the eastern part of the territory. 
 
Directional cyclonic supertype E + SE 
This supertype was characterized by a range of percentage from 6 to 21%, with 
an average of 13%. The lowest percentage (< 8%) was observed in the northern 
and northeastern parts of the territory. The largest percentage (> 18%) was 
observed in the southwestern and southern parts of the territory. The Ec type had 
the highest percentage in the Western Pannonian Plain and the southwestern part 
of the territory. The same holds for the SEc type, but in this case the percentage 
was lower. 
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Fig. 7. Percentage of the mean annual precipitation fallen during individual types of 
cyclonic situations to the mean annual total precipitation in Slovakia for the period 1991–
2015. 
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Fig. 8. Percentage of the mean annual precipitation fallen during individual cyclonic 
supertypes to the mean annual total precipitation in Slovakia for the period 1991–2015. 

 

 

 

 

 

Table 2. Statistical values of mean annual precipitation totals for individual types of 
cyclonic situations and cyclonic supertypes for the period 1995–2015, and their 
contribution to the mean annual precipitation total for all weather types. 
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4. Conclusion 

During the period 1991–2015, the most frequent weather type in Slovakia was the 
Wc, followed by the NEc and NWc types. Days with SWc1, SEc, SWc3, and Wcs 
types were less frequent. During the analyzed period, a decrease in the incidence 
of days with cyclonal synoptic situation was observed. Nevertheless, the mean 
annual precipitation did not decrease. As the surface runoff is inherently linked to 
the precipitation (Petrow et al., 2009), it would be interesting to carry out an 
additional research in the future and focus on changes in runoff due to the altered 
occurrence of weather types. 
This study showed that the mean annual precipitation totals were highest during 
the types Wc (69 mm), NEc (62 mm), and Ec (53 mm). The lowest mean annual 
precipitation totals were observed during the types SWc1 (21 mm) and Nc 
(25 mm). These types of cyclonic situations were accompanied with the lowest 
overall annual mean precipitation totals. Up to 15 mm of precipitation fell in the 
south of the territory during the Nc type, and up to 15 mm during the SWc1 type 
in the Western Pannonian and Eastern Pannonian Plains and in the basins in the 
northern part of the territory. The maximum annual totals occurred during the NEc 
type with almost 240 mm on the windward northern slopes of the Western and 
Eastern Carpathians in the northernmost and northeastern parts of the territory, 
and during the NWc type in the highest locations of the Western Carpathians in 
the very north. Regarding cyclonic supertypes, i.e., considering airflow directions, 
the highest mean annual precipitation totals fell during situations from the 
directional supertype W + NW and the lowest from the directional supertype N + 
NE, although maximum annual totals were observed during the NEc type 
(supertype S + SW had a mean annual total higher by only 0.3 mm). As the most 
common cyclonic situation type is not always responsible for the greatest floods 
(Bednorz et al., 2019), it would be interesting to study which type, or supertype, 
of cyclonic situations is responsible for major floods. On the other hand, it has 
been shown that a deficiency of some cyclonic weather types can cause drought 
(Stahl and Demuth, 1999). 
In terms of the contribution of the precipitation total associated with a certain type 
of cyclonic situation and airflow direction on the mean annual precipitation total, 
types with the highest percentages were: Wc with 9%, NEc with 8%, and Ec with 
8%. The least significant ones, were the SWc1 and Nc types, both with 3% 
contribution. In terms of locations with the highest contribution to annual 
precipitation totals, locations in the highest parts of the Western Carpathians 
contributed with 18% during the NEc type, in the northwestern part of the territory 
with 17% during the Wc type, and in the northwestern and northern parts of the 
territory with 14% during the NWc type. The SWc1 type contributed only with 
1% in the northernmost part of the territory. The Nc type contributed with 2% in 
the western and central part of the southern half of the territory, and the SEc type 
contributed with 2% in the northern part of the territory.  



 

283 

Our analyses allowed us to identify the most and the least affected regions by 
precipitation arising from a given type of cyclonic situation (supertype). 
Windward and leeward locations were identified as well. In general, it can be 
concluded that the investigated territory of Slovakia had its maximum 
precipitation mainly during the supertype W + NW (mean percentage for the area 
is 21%). In the northern and eastern parts of the territory, precipitation from 
supertype N + NE was significant. An important agricultural area and the most 
densely populated part of the territory in the Western Pannonian Plain received 
high percentage of precipitation totals originating in the E + SE supertype 
situations. 
In this paper, we analyzed atmospheric precipitation, which is the main source of 
water in our country. The presented results are beneficial for the country’s 
agriculture, tourism, industry, but they will be most appreciated by experts in 
climatology, meteorology, and hydrology. The frequency of weather types 
occurrence is influenced by the North Atlantic Oscillation (Fernández-González 
et al., 2012). Therefore, our research avenue for the near future is to investigate 
the dependence of weather types on the positive or negative values of the NAO 
index. It will be necessary to process a longer period. Then, we will be able to 
predict which locations will be above or below average in terms of precipitation 
during the next season. 
 
Acknowledgements: This work was supported by the projects Doktogrant APP087 and VEGA 
2/0004/19. 
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Abstract— In the last decades of the 1900s, the tipping bucket rainfall gauges (TBG) were 
used to record the sub-daily rainfall data. In the first period of the rainfall data recording, 
as a result of the lack of efficient data storage and data transmission, the sampling period 
of the TBG devices was chosen in a magnitude of 10–20 minutes. Consequently, there are 
historical datasets characterized by several minutes long sampling periods. Since the turn 
of the 2000s, the data handling has been revolutionized; the sampling period has diminished 
to one minute. There is a systematic error of the TBG technique which has been 
investigated since the middle of the 1900s. Between 2004 and 2008, a comprehensive 
research was performed to determine the correction equation for several TBG devices. 
These results can be utilized for the short sampling period measurements (one minute 
sampling), but for longer sampling period data, further corrections are needed. In this paper, 
a supplementary correction is presented. On the base of the mathematical determination of 
the correction factor, simple estimation will be proposed to be able to execute the necessary 
correction. After the presentation of the correction factor, a general correction factor is 
proposed for larger geographical regions and wide time span of the measurements. The 
revision of the historical rainfall data recorded by TBG devices can be important in several 
issues, such as the re-evaluation of intensity-duration-frequency (IDF) curves, and in other 
fields. 
 
Key-words: historical rainfall data, tipping bucket gauge, rainfall recorder, rainfall 
intensity, data correction 
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1. Introduction 

The measurement of the rainfall intensities has great importance in providing key 
data of engineering hydrology for the design works of drainage systems or flood 
protection interventions. Although the measurement of the rainfall intensity has a 
300-year-long history (Kurytka, 1953), the importance of the rainfall intensity was 
recognized in its significance only in the middle of the 19th century, after 
Mulvany has worked out the rational method (Mulvany, 1851). First, the rainfall 
intensity measurement was performed by rainfall writers, detecting the changing 
water level in the tank of the device. Their dominance was evident till the 1970s. 
Because of the simpler electronic data recording and ready-to-process data format, 
the water level writing gauges got behind the simpler, smaller TBG devices in the 
practice. These devices have a long history; Sir Christopher Wren built the first 
tipping bucket gauge in the second half of the 1600s, in an early phase of the 
development of modern rainfall measurement devices. In the following centuries, 
there were several arrangements of these kinds of gauges. The appearance of the 
electronic data registration and the quite simple processing option of the data 
performed by TBG units have made the technology wide-spreading.  

As every measurement technique, the TBG has its systematic error. Beyond 
the usual sources of error, such as the wind-caused uncertainty of the data, there 
are structural sources of errors, the so-called local random errors (Habib et al., 
2013). The nature of these errors are explained comprehensively in the related 
papers, and there are several correction methods to diminish or exclude it 
(Marsalek, 1981; Adami and Da Deppo 1985; Niemczynovicz, 1986; Habib et al., 
2001; Luyckx and Berlamont, 2001; Frankhauser, 1997; Vuerich et al., 2009; 
Duchon and Biddle, 2010). These solutions are fundamental for the short sampling 
period (characteristically one-minute) measurements. However, for an old time 
series having longer sampling period,  times longer than the one-minute unit 
interval (so -minute-long), a further correction method is required. In this paper, 
a proposal for a supplementary correction is presented, for 5–10 minutes or longer 
intervals data. 

2. Methods 

The proposed correction for longer sampling periods is based on the results of the 
measurements and elaborated correction formulae of Vuerich and his colleagues 
(Vuerich et al., 2009), using power function between the measured and reference 
data, as 
 ,
 



 

287 

where  is the corrected value of the rainfall intensity (or reference intensity 
during the calibration process),  is the measured value of the rainfall intensity, 
and  are parameters related to the TBG rainfall gauge.  

The rainfall intensity is the function of time and space, and it is a volumetric 
flux, so the  volume flows through an  unit surface in a unit time interval, 

. The surface can be written as  and , so the 
intensity can be determined as 

 
 . (2) 
 
The volume of rainfall onto the unit surface in a  interval can be 

expressed as 
 , (3) 
 

but the unit of the rainfall intensity conserves the [volume/(area time)] character. 
In the practice, the measurement of the rainfall intensity by the TBG device 

occurs in finite time units (or sampling periods), in the last decades in one minute. 
The TBG device counts the number of rainfall volumes equal to the volume of the 
bucket in one sampling period. Assuming a longer measuring period of several 
minutes, where the -long period is  times longer than a supposed unit interval 
(so the measuring period is  units long), the rainfall volume on a unit area can 
be calculated as the sum of the unit rainfall volumes of the unit interval, and it can 
be expressed with the unique intensities of the unit intervals too, so  

 
 ,

where  is the number of the sub-intervals when the  interval is divided 
to shorter intervals with equal lengths, and  is the rainfall intensity of the given 
-long interval. 

Since the  average intensity of the -long interval can be expressed with 
the intensities of the  sub-intervals as 

 
 ,

 
the  volume can be determined with the average intensity of the  interval as 
well: 
 
 . (6) 
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The volumes of the Eqs. (4) and (6) must be equal.  
However, there is the fact that the TBG device measures rainfall together 

with its systematic error, so it must be corrected. Applying the correction formula 
Eq.(1) for Eqs.(4) and (6), the corrected volumes will be different in most of the 
cases. The question is on the one hand the measure of the difference, which 
depends on the a and b correction parameters and the  length of the sampling 
period, and on the other hand, the demanded value of the supplementary 
correction.  

For the empirical investigation of correction factors, the time series were 
chosen from the German Weather Service’s (DWD’s) one-minute rain depth 
database. (Source is: https://opendata.dwd.de/climate_environment/CDC/ 
observations_germany/climate/1_minute/precipitation/historical/2016/) 

3. Results and discussion 

The measure of the supplementary correction will be shown for the -long 
sampling period datasets, where in the practice the intensities of shorter intervals 
are not available, but now, a one-minute sampling period data will be used for the 
demonstration. For the first, a mathematical explanation will be shown, and then 
the supplementary correction will be presented using real data. Eq.(1) shows the 
method of the correction of a one-minute long sampling period rainfall data. If 
there is a t >1 minimal interval between the two measured data, the fallen rainfall 
volume (onto a unit area) can be calculated using the before mentioned two ways.  

The first is a one-step correction on the base of the average rainfall intensity 
(see Eq.(6)), on the base of the available data of the  sampling period; this is 
signed in the further part of this paper with the subscript “A”. The corrected 
rainfall volume of the  sampling period can be calculated as  

 

 = . (7) 
 
The other way (signed with “B”) is the calculation of the sum of corrected  

sub-volumes (see Eq.(4)). This step cannot be done when data originate from a 
measurement with longer sampling period, since the sub-units are not available, 
but to point out the ratio of these volumes, its formulation must be done: 

 
 . (8) 
 
The intensity of the th sub-interval can be expressed with a  weighting 

factor, so 
 
  , (9) 



 

289 

 
where  is the a positive weighting factor for the th sub-interval, and so with 
Eq.(5) 
 

 , (10) 
 
The consequence of Eq.(10) is that .  

Eqs.(7) and (8) – using Eq.(9) – can be written as 
 

 , (11) 
 
 

. (12) 

The ratio of the two volumes is, using that  , 
 

 . (13) 

 
This is the  correction factor which should be used to get the realistic 
 multiplying the volume  derivable from the available dataset, so the 

supplementary correction is 
 

 . (14) 
 
The same is true for the intensities, as well, since the  volumes are the  

multiplied with t, and expressing the average intensities in both sides of Eq.(14), 
t will fall out with a simplification, so the adjusted intensity (case “B”) 

 

 . (15) 
 
If the intensity is not constant, i.e., when the  values are different, then the 

value of Eq.(13) depends on the distribution of the  weights (with a constant ). 
The number of this kinds of distributions can be infinite, however, the estimation 
of the  is possible, as it will be performed a little bit later. Before 
proposing an estimation method, a short discussion is needed to learn the main 
characteristics of the  values. 
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As Eq.(9) shows, if the  intensity is constant in the  interval,  for 
every ; in this case the  will get its lowest value, .  

The weight numbers have an upper limit, as well. The highest value can be 
calculated if there is only one minute in the investigated interval when the rain 
depth differs from zero. In this case the only weight different from zero must be 

, meanwhile the sum of the th power of the weights is going to be 
 and the  value is to be . So, the  values will be always in the 

 bounded interval.  
In the major part of the cases, the consecutive intensities are not really 

different, so their ratio varies not too much, and their values are characteristically 
near to 1. The highest values of the weights are at the transient period towards the 
very intensive rainfall, and after the peak, in the returning phase to the lower 
values. Interestingly, the periods of lower rainfall depths and intensities can be 
characterized with relatively higher  values. This is the consequence of the 
greater possibility of the varying of the rainfall intensities in these parts of the 
rainfall (it is simpler to change a lot from a low base value).  

The frequency of the  values is strongly right tailed, and the mean and 
median of the  values are close to the lower limit.  

From practical point of view, there is an issue with the low intensity data of 
the rainfall intensities. In the low intensity periods, there can be several 0 values, 
where the TBG device could have detect zero rain depths for several minutes, and 
there is one or some few measurements in the actual interval. This case demands a 
careful investigation, since if there was so slight rainfall that the tipping bucket 
could have been filled only after several minutes, the rain depth and intensity would 
show 0 values, despite of the continuous rain. In this case the values will show 0, 
however, their values should have been somewhere at 1, and there will be one 
weight with a high value, which should have been close to the other weights. This 
phenomenon is caused by the rainfall less intensive than the lowest measurable 
intensity in one minute. Intervals, which can be characterized by 70–80% 0 values 
of rainfall are not proposed to the calculation of  values, especially if the non-
zero values are only the lowest measurable intensities. The main features of the  
values with  for 5-minute intervals can be seen in Fig. 1. The source of 
data is the open database of 1-minute rainfall data of the DWD. The station is in 
Abtsgmünd-Untergröningen, and the rainfall was detected in June 11, 2018. 
(https://opendata.dwd.de/climate_environment/CDC/).  
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Fig. 1. The main characteristics of CF5 values in the data of an intensive rainfall, b=1.042. 

 

 

The above written characteristics of the  values can be observed in the 
Fig. 1. In the first 25 minutes of the rainfall, the one-minute sampling has resulted 
in continuously non-zero data, but with fluctuating intensity. The related  
values show fluctuation, as well. Between the 44–57th and the 215–236th 
minutes, the rainfall intensity was so low that the bucket of the TBG device was 
not tipped for several minutes, and it resulted in several 0 mm rain depth and 
rainfall intensities, while despite of these, the rainfall was probably continuous; 
however, it is impossible to check anymore. Because of the nulls, several high 

 values can be observed, but probably these data are caused by the 
abovementioned issue of the low intensity that is below the intensity measurement 
resolution of the device; thus, these data are not confirmed. The most intensive 
part of the rainfall started in the 70th minute, where the fast rising of the rainfall 
intensity caused a high value in the  curve. In the highest range of the rainfall 
intensity – despite of a strong absolute fluctuation – the  values are low, and 
they rise again with the decreasing rainfall intensities. The next significant peaks 
can be found in the 215–236th minutes, as it was mentioned. There were some 
sections where the length of the null value series was longer than the interval, here 
the correction factor was not allowed to be calculated (division by zero value of 
the 5-minute average intensity). 

On the base of the experiences, the question marked intervals were not taken 
into consideration for further calculations. In the next part, the 10-, 20-, 30- and 
60-minute  data will be investigated (Fig. 2). 
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Fig. 2. The main characteristics of CF10 (top left), CF20 (top right), CF30 (bottom left), and 
CF60 (bottom right) values. 
 
 
 
 
 
As the resulted values show, the magnitude of the correction is greater in 

longer sampling period cases. This is a logical consequence of the fact that as the 
sampling period is longer, the high values start to appear as peaks in the plain of 
the low intensity values, and their effect is longer, since the intervals are longer 
too. The highest demand of correction can be observed in the plot of the 60-minute 
data.  

The minimum values of  are 1.00. The highest possible correction is 
influenced by the  exponent. As the value of the exponent  is less than 1.15 for 
the generally used TBG devices (Vuerich et al., 2009), the maximums of the  
values can be calculated. The maximum values are presented in Table 1. The 
magnitude of the possible maximum correction can be significant, but this is a 
theoretical value, as it was pointed out a little bit earlier, and it can occur in 
realistic cases rarely.  
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Table 1. Maximum values of  for various b values and some practical sampling periods 

b exponent 
Sampling period 

5 min 10 min 20 min 30 min 60 min 
 

b=1.00 1.000 1.000 1.000 1.000 1.000 

b=1.05 1.084 1.122 1.162 1.185 1.227 

b=1.10 1.175 1.259 1.349 1.405 1.506 

b=1.15 1.273 1.413 1.567 1.666 1.848 

 
 
 
Let us take a look at the averages of the  values of the sample time series. 

Table 2 shows the average values of the given sampling periods, in case of 
. For the data of the 5-minute sampling period, the range of high fluctuating 

 values were excluded, where the measurement showed several consecutive 
nulls of rainfall intensities, so the maximum value is lower than in Fig. 1. As the 
data show, the average of the  values are relatively low, mainly in the shorter 
sampling periods. The correction can have significance in the 10-minute sampling 
periods and over, and mainly if the exponent is greater than 1.10, but for higher 
sampling periods, the correction can be verified even if the exponent has lower 
value.   

 
 
 
Table 2. Average values of the sample rainfall with a supposed =1.042 exponent 

b exponent 
Sampling period 

5 min 10 min 20 min 30 min 60 min 

 

b=1.00 1.000 1.000 1.000 1.000 1.000 

b=1.05 1.002 1.009 1.010 1.012 1.021 

b=1.10 1.004 1.018 1.022 1.026 1.044 

b=1.15 1.007 1.028 1.034 1.040 1.069 
 

 

The basic question is that in a  sampling period with unknown  weights, 
what is the value of the . As there are no data for the weights in a realistic case, 
an estimation is needed, and if it is possible, a generalized value should be used 
for the corrections in a certain geographic and/or climatic region.   

For the determination of a generalized (or generalizable) value for the , 
the steadiness of its value is important, both in space and time. For this surmise, 



 

294 

some initial hypothesis must be done. The first is that  values can 
294haracterize a greater geographic region. This assumption is based on a likely 
steadiness of the  weights, which can be similar in a wider region, independently 
from the kinds of rainfall, since even and quite varying weight distributions occurs 
in intensive and less intensive rainfalls, as well. The other hypothesis is that the 
weight characteristics of the rainfall were steady in time, so the distribution of 
weights were similar in the past, statistically. This surmise can be right, since there 
were similar types of rainfalls in the past, and as it was shown, the weights are 
sensible to the high ratio of the consecutive rainfall intensities, independently 
from their absolute value. Of course, these statements must be verified with the 
analysis of a great number of rainfalls in more geographic regions. 

4. Conclusion 

In the paper, a method was presented as a simple tool for the correction of 
systematic biases of earlier measured long sampling period rainfall data, recorded 
by some known type of TBG rainfall gauges, where the sampling period was in 
the magnitude of 5, 10, 20, 30, and 60 minutes. The procedure was based on 
mathematical consideration, and the lack of detailed data was managed with the 
introduction of the generalized correction factor, the , which can be 
calculated from short sampling period rainfall data (one minute), on the base of 
the supposed steadiness of the weight characteristics of consecutive one-minute 
rainfall intensities. It can be a good base of the correction presumably for wider 
geographical regions and longer time domain of measurements, since the method 
is based on the temporal distribution of weights of rainfall intensities in a unique 
sampling interval, without using the actual rainfall intensity values. The 
correction has significance in the 10-minute sampling period data, if the exponent 
of the correction equation of the TBG gauge is greater than 1.10, and for longer 
sampling periods, even for values greater than 1.05. The proposed method can 
help to clear the historical databases to make them a better reference for the 
investigation of IDF curves, and to make them a better reference for the analysis 
of the climate change relating to the rainfall intensities, and other parameters. 
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